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ABSTRACT

Pictorial information is important nowadays since every platform
incorporates pictorial information as a component of the platform. Therefore, image
data is essential for rich content and beneficial in various aspects, whether checking
data from the camera or inspecting the video image. Often, this data can't be directly
or efficiently used due to problems with image quality, which can stem from various
causes such as distorted images, destroyed images, compressed images, and blurred
images. These problems are commonly encountered in both still and moving images.
Generally, images like these originate from CCTV or still cameras. The reasons for
poor clarity in CCTV images can stem from various limitations, including outdated
CCTV systems with low resolution and fewer pixels, unfocused camera distances and
placements, low lighting conditions, slow shutter speeds, image file compression to
save storage space, continuous operation at all times, balancing between frames per
second, and storage duration. These limitations result in images lacking sharpness.

Thus, this study attempted to improve blurred images to enhance their
clarity, making it possible to reuse these images effectively. The objective of this
study was to improve blurry images caused by shaking through image processing
using deep learning methods, employing Autoencoders and Generative Adversarial
Networks (GANs) as the main structure of the research with three datasets: GoPro-
Large, Real-World, and Kohler. The autoencoder algorithm successfully reduced
blurriness in images, enhancing their clarity. When measuring the image performance,

it has SNR, PSNR, and SSIM values of 32.64, 22.06, and 0.777, respectively, which are



significantly higher than baseline.
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suidunmipes nmaale TeeldinalulagnisSeusi@edn (Deep leamning) wWuntaglunis
USuUanmliavu Aaewn3eunef199 W U-net, Autoencoder, GAN, Multi - scale Net,

Reblurring Net wagld35n159mn15A Loss function TianasiiiediuiUseuiisuiunin



fuatiu Bnvdanunsni g lEfunnunasrlasuiiorhliauiuaevesnmanasuas il
adaLauduld [3]
rursuidetagldauannsavesdaneifiuvesusiarislunsUssanana
Suduannisuidymniniuaefifiasududeunasanuunnsiatu lneasldisnsidva
Solusih (Autoencoden) idantaeUulInsrurunITann swas eI wlnATY oglsh
prunadangg elnswaunduuinduluiagdu Tnsanig ONNs dansldauldedied
UsgAvBnm gy mI3afuamiimnuaziBenguaznsaianml 95matherasnluia
(Autoencoder) ﬁU‘QWﬁaga‘U@Q GoPro-large Ingagend1uveenIs Train mﬂizmammﬁa
furasne MSE Tngld33msimmad Loss function Tuguuuusisy tievilimnuunnsng
seninsaesnmiiivesiian Faagvialinmuadnsiaruandauindu udr3eilusa

Usgavnmasainlumusing @9zl SNR, PSNR wag SSIM dlenaety
1.2 IngUIzaeAvDIN1sITY

WaUFudsenniuae (Blun) MAnanasdulidanuaudamedsnisussanananin

HIUNTEUIUNISRBUSLTIEN (Deep Leamning)
1.3 ANUFIAYYDINITIVY

AMNLUAB (Blurring images) unimienagnuesintdaunsaunluldauld Jaymn

wiandiiniAaTuiuN T amIan AUl windiausdundeinnsinniwmandunldau

a

faggnisnuiuuAlunszuunissine o iievilianansaanldeuld lnevhluuddeya
Inndensastindudeyanivuaslvg) losndnsdnfuduiisweanarisdanalinmi
flftsnnupndauazivas Sellymiiifnmanndesaastnliaudaviowastiuerain
NnvagamnUsznaumieg Mmeaunsalindsilidussansninnisinaulin danuaziden

Y9I NENVSe kA uTLEE sAuRen1sTuantnan e laLsa TuTinas luIgAIIUEN

'
[

Nilog1adin (Hudu

PnmTiwszifiemuianidunsidluamilidaanndoniasta nuiuwualiud
sransauiluniminannliwdeesndu 2 wuu lhwn dugunsel (Hardware) waznisudle
Mnlwdnm (Imace Files) fildnnhdosnsasda Mnnisiesisduuamclunisudlos 2 53
wuimnfimsiasugunsallval Ssmaditlyfidaudlilsfonisinndeslusumising q Al
aunsalnialdnsinunnudesnis defndudrarldamsamdouiivieusudsuldine

waLNAR lLNNIANUREIDeN N La ez lTANUANTAMT D ULRL
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Nagso lmatan1suseuiananmdruntisusulenuninvesniniieviiinndady

(Image Deblurring) amaisﬁmﬂuéﬁ’umaumsﬂ%"uﬂqmwwéhsJLwﬂﬁﬂmiﬂizmamamww
anunsoainiendnvalididgresninbiedlusuuuuves Image Semantics wazhUadluiivly
sUuuuvestonIN (Text) tleUssndauazanvuinvesiuilunmsdniudoya Snnedaanunse

Nuteyaldnasanandazilunsanduyuludiuvesiunnisiniuleyaesadue

1.4 VAULUAVBINITIAY

[y

ATt veuneendu 3 drudAgy Feseluil

1. ansaviuusnwivasiaudn dunssuaunsUssinananmandane 3
a¥197u TnensneunaufuiansUssEaanan I (Image Processing) miﬁauimauﬂ%q
(Machin Learning) LLazmiﬁ*&JuiL‘%ﬂgﬂ (Deep Learning)

2. lgndyaninainyadeyauinsgulunimaaes lngldyadayanin 3 ya
Usgnaunig GoPro Large Datasets, Real — World Datasets lay Kohler’s Datasets

3. amnsahdeyanmilldunyTeufisuUszansnweenismen Signal-to-Noise-
Ratio (SNR), Peak-Signal-to-Noise-Ratio (PSNR) wae Structural Similarity Index Measure

(SSIM) fiudeganeunintuaziansmaanslangadaiay

1.5 Uselavunlasuainnisiag

1. WeruN s UM TUTUY TNz lan mirudanagaun soun luldu selewl
fuszUUAIala
2. lodanasfindmiumsvszulananmuuulndianansavinlinmand ann eagu

1.6 DHUANMRANE

1. Image Deblurring fio nszuaunsidasnmuaslsiinrunudnunnd

2. Image Processing fio nasnseinsegndlnegraniatiun meduatiu (input Image)
dielldnammadns (Output Image) Sdnuusvssnmdulunuiidosnns

3. Rich Content fle filesiiawillidmiumsdsionmvieomitauysaisznou
FhegULUUAeRNg 9 19U JUAW F8e uazdfle

4. Blurring images #1o A Tiuas lﬂﬁmmm%’mﬁLﬁmmmiﬁwﬁﬁa%auaz

Tadnfinvesgunsadluniusing 9 1w N3 Focus, Light



5. Image Files g Trldnmiildanndessastafiewuldlunisudla

6. Shutter Speed fa Aaruinmes Wunsinureuhuile-Ialiauees
A (Image Sensor) YulasTiiTULNINIAWE

7. Low Level Aig mMsvszananaluszdus Ingagdnnisdeyaiu Pixel Tngnsaiiteld
Tun1sUSuUTInuAINY RN

8. High Level fio nsuszananalusziugs tngldisnsiseuiveanseadiundiely
N5USUUTINN Meg1ay 91dendnnIsYeInisiseusidaantun1susuUTinunInYeInIn
wazidunisadreamdualul (Deconstruct) nnsSeudidednlumsaiisiuuuy (Model)
fmnza

9. Noise A9 dyIadsuNIU ﬁé’ﬂwmxL‘T;Juﬁ;w%aLé’uﬁuﬂ%mwﬁﬂﬁmwiﬂﬁm’m
ALTR

10. Datasets #o yadoyanmiduwuvuinsgudldlunisneassusznousoyn

%ayjamwsum GoPro-Large Datasets, Real-World Datasets aig Kohler’s Datasets
1.7 A9 U U3y inus

U dnusiiyeusvasiifiofmuninslunsusuusnuamuesniwlunisan
ANULUABYBININ (Image Debluring) lasgidslafnuinadasunisiSouiveiniosuas
maFeudidsdndied iy dusuneesndesvesnsiidelududaglsznoulufeden
fiavn 5 un Inefseazdeavomasvinideluutasundeteluil

dwfuluund 2 afnuifeiunguiuayeuidediieades dmiunisiideSes
N13aAANUABYDININ (Image Debluring) Al dAnwuaz s smdoyariangquiuas
AT Wiethusznaun1svinide Tnewiumademafauneniawmes v (Computer
Vision) N13Uszdanan 1w (Image Processing) N13aAA3NULUaBY89N W (Image Deblurring)
N19438U5WeaN (Deep Learning) s3ulUfislasavrgUssamiieuivuaouligdu

(% ]
VY £ a VA v

(Convolution Neural Network: CNN) muumauﬂaw@aﬂalﬁﬁﬂwmmﬁﬂmdwﬁLLaz'ﬁfsm’mﬁa
a i oA o & ¢ v i = o
ngufiuuiitazkuulniiieaialueshningg (Knowledge) neunagiilusanikuunis
adumMElusautaly
dmsuuny 3 anluddeniuniside Tuunilazlunisesuisdunaunisyingu
I8N1598nKkUY (Design) sauluisnisidenldyavayanazinsesonlilun1sinuszdnsam
¥83n15338 (Performance) Tun1svinidetiaziiuluiasvasnsldnaianeanunisusulss

A1 Loss Function tiieUsuilendu Mean Squared Error (MSE) lisiarmas neuinluiisuiu
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ngufuazauIdening1des

[
=] o _Aa

Turuidelaganiiunmsideineanunsuiulsiunnuesnin Jeaznesendeumadn
199 MeAUABNALRRSINAL (Computer Vision) #3an15UseNanan ma1u18lun15vin
1% v v e v v a = A a o °o & % &
awuasliaude deululuunidsldesuiefmauineidesagdndun1anunugiuns
USEUIANANIN LAz oS Ui TYINUANUNITSEUITIEN (Deep Leaming) inszlulagdu
Haziiulanmsudlodgwifeadiuninleeld Deep Learning wangaelunisusuugening
& & Y a = o o g v a = = A A v
wnTu nduIgldesuredsarmaiviliiinamivassiufuasesienldlunisin
UszdnSnnuazdiuanyneazlinannitnuddenineitomismunnsusulnimuastige
AausisuAuIudelagiu Falivitendng Awalull
2.1 NM3UTEUWNANTIN (Image Processing)
. & v
N15USguIaNan 1IN (Image Processing) LUUNTEUIUAITUITLTUIANANINAIY
a s A w as A9 vo o o v = % i 1%
AONTIWET NS odanasTuNldd miuuuatnInidn (Input Image) toasesnnlvaililea
AMNaans (Output Image) NiAwazBen Audn vso udeyauwuuRdvianiamisatluly

luguuuusngg suanusensrdbugausinaazaunw 6, 7] lngldneuiamasiuns

[
aa v v A

Uszanawna f9n1niitiunlilussuunisszananaawiiaviatudegnatosuuuu Tngay
Nsurndadesneg 1w slinrdnIw ANAEDYAURIN N Inuanudluszaumiee) uag
anuduveadlie glusduunsgiu ioszdaglilinmuadniveaudazuuunioteya
FoentseluBevinauazdenman finmi 21 8sduilagtuliidoyaluiinseiuay
afuluseuy WU seUuguani 395195 uETesnuulun1sMe N MAENE033995Un STUL
ATIVFOUAMATN YD IWANA LAMUNSEUIUNITHAR Truuiudeyasniidn-oon e1mssenis
donminengideusaieysslevilusuanudasade szuunsrasulumiilaeviinns
AnsghasaaeuLazandlumi Lagnasiluldaumsiunisinmg 1wy tiia3es MR
(Magnetic Resonance Imaging) N1361579519A18 Imai%ﬂﬁuauwmLLajmﬁﬂﬂ’smLﬁﬁmgmmﬂﬁu
mnudlugummiinglunsaanmiviionaiveseoazaelusieg vesuniy uaglily

AsaNeNMMEDans1w1In (Ultrasound)



Algorithm

1

Input Image »(  Processing

Output

A

AN 2.1 NMsUszananan I (Image Processing)

aa v

dnfunmadviangnihuildlunisuszinana Feausadiunlaniusuuuurenis
Uszananaeanilu 2 uwuu Ao N13UTZaIaNaNINLUU9A (Point Image Processing) Lagn1s

= a

UseRnannuuUsiad (Local Image Processing) [8] @uiisuazidensamaludl

2.1.1 msUszurananInuuuln (Point Image Processing)
dusunsuszaianan muuuge aziunsiinmsuatuiimszsuaudum Tuus
a o saa o 1

ATNNUAVDINNENAANS AT AN UINTIN ULV ASULUBIATANTAVDIAMNAANS T992 T uiy

AinwanegushnalnalAsswen Aty Manmi 2.2

Operation
T —
—
il
Input Image Output Image
fy) g(xy)

ANV 2.2 NBAEMSYINNNLUUIAKBTA

PNANT 2.2 Tualit fF(x, y) 4ae g(x, y) \Wunmduadulazuadnsaudiny

aun1sNlEluN1sUTENIANAVRININLUUAADYN dNuNsauandlaRsaunIsi (2.1)



gx,y) = M[f(x,y)] (2.1)

Avuali M) Wuilsddusuugansadunisunudeyaninaae3snis Mapping
Function Tagaszdummidamvadilaluliasfiniwagesnmazgnunuiluusas inwaues
A mduatuiiita (e, y) g‘uLLUUﬁuaqmiUssmamamwLLUU@%ﬁaiué’ﬂwmsﬁlﬁu,ﬂ' n13
USuAnuaingiagAneunsias (Contrast) vesnm@dvia lagldisnisuin au an wagmns
AETIUIUAITAY AUNWAIVAAULUY

2.1.2 NM35UsEUDNANINKUUUTAN (Local Image Processing)
lunsguiunisuszananannuuuuine Wumsldassauanudumve siniealy
uAiarIAURINIMKAENS Feasduagfuuinndiafssasnduiinigatiug (Neighborhood
Pixels) iiorunlddmsunisuszanana 9100 md 2.3 wandlifuisdnvausveanimanis

U3naunlndifies Faazidugluuureanisussuianannidva laun n1snsesdyaianin

TuarUidualawmu (Spatial Domain Filtering) sel3undnag1anilean “Convolution”

Operation
—

Input Image Output Image

fey) g(x,y)

2N 2.3 MSUTELIARANINLU VU

NN 2.3 FRuAlsAl f(x, y) Wag g(x, v) WU mauaiunayannaansingn

9

'
P

W9 (x, ) eaziAfeguiiinlnaifeswesnin Input inldlunisuszanamaiasazlaan

I~ [y 4
LWUUNAANTDNUN



2.2 N558u\Asan (Deep Learning)

<

N1338U3189En v Deep Learning (DL) [9] 1UwisMsiSeusuuudnludilagonde
wurAnkazmalianisasuudyaiusehivg (A) aressuulaseigleUszainiaiion
(Artificial Neural Networks : ANN) wiuife fuasosysdfidoudofuidy "ssuvszam’
dwsulilunisdeastu lumahouazgnatuind miunseuiveniesinsuieinios
ponfinmes Bagaddatazanunsailulilunisussinanadoys Tngld35Ussananauuy
w111 (Parallel Processing) H1ueeAnIu3 (Knowledge) Lﬁaﬁﬂﬁlﬁmﬂﬁﬁaui’mﬂ%’ayjaﬁ

losuegrsnatlosuazarunsadnlaludeniee laedrelivssdnsnan Taelud a.a. 2006

'
aaaa LY

Geoffrey Hinton [10] latauslasstnguszamiissuuunatetulunisulasdeyaniiifse fiu

(% =

mlvegluszaunmaluauisseivgs menislhdseivvesduazysuseauaniminluesediy

=3

Tneldn15 0159 @R UUD Al uIR 90155858980 (DL) Taduaflunuinuindy @1msu

U

nszviun1sUsznanan lugessghamvane UL dalunisieusidedndaduniey

inlulglunisuszananalunisyingunIumigeg fanni 2.4

" ARTIFICIAL INTELLIGENCE
: A technique which enables machines
to mimic human behaviour

Artificial Intelligence

MACHINE LEARNING

~ Subset of Al technique which use
statistical methods to enable machines
to improve with experience

DEEP LEARNING

Subset of ML which make the
computation of multi-layer neural
network feasible

AN 2.4 GWUTUYDIN T 3EUSLANEN [9]

v '
o v o a Y a £ =

MmN 2.4 waadlisiufeaviuturesnsiFeuiiiedn Jasgneume Arificial
Intelligence (A) Wumaluladfieglunguassdyavszausiannsanuiiulalunsldly
FAauszdriu lngaziiseonidu 2 Usgian LA Machine Leaming (ML) 18umssudeyaid
F1unnIn Feviuthilunisandidn vaz ez uusteyasonidungu wazludiuves
Deep Leaming (DL) 9ztudniduilsfiannsndiassguiluunsuszinanavesaus sy wdilag
TlpssvngaauszamiunsussaiananIn

wena i Deep Learning Seanunsailuldeniludiusineg ladnuinue egaslsd

[

MUFULUUNISYINIUYRS Deep Leaming §aAiitadnin L9930 Deep Leamning d5Uuuy



a o

o aAou w LY 7 =€ o &, N v [ 4 )
A159RANYUGDUY [11] I@EJLQW’]ZﬂU?JE)iJUaVlﬂJ"U’IM'JuN']ﬂ ?DQ"U’]L‘UHVHWGIENLLUQSUE]?,J“a’e]E)ﬂL‘Uu

gosduiiolinsiseuiiivssansnmuniu tngldnsuiawuugu wislaliteyannszaeds

(%
Y v

P L. & = v v ~ v = Y °
eynadoya tawA Training Set WunsiniugateyaduwuuLiolia1uIsalseusuazandn

¥

Joualregrauiug wagludiuves Test Set Wunrsulamaves Training Set UmAaesiy

3
Y
yateyaiuuald (Test Set) ienagouanuusiugl lnemildudlunisudsdndiuvesyndeya

Training Set Wag Test Set ausauwusoanlanalsluy Wy (70:30, 80:20 1138 90:10) %30

YupdiuUsSuIataya druunvzdeuuadu 80:20

Y Y

o 1

A19¢19983n151497U Deep Learning Nianusaiunldeulaaswasldlulaqiuil

[

TAkA S08UADATILNIDTULAABUIALUNA N1570T815A N1SLUANIEY LNUE WAaENISASIa

¥
a

Ustlouiteldmeuifuuywd (i) TnefisteasiBonsil

savusanszmsedunAsuSRlusiA (Autonomous Vehicles) dmiusuuuy
N99UeTagUAlSAuTUazAa LY (Computer Vision) LazszuuUdIMg (Navigation) Tu
mssuteyaiothluiinszvianmuindonsnag feudsnUsyananaiimiieUszanananans
(Deep Learning) IngldinaluladUayanusehing (Artificial Intelligence : Al) l91u1¥8TuN3
Uszanananslnszianiunisaiing lnedgldnariitosiian anduaziddsdeels
s¥UUMUANTA (Robotic) Aiflanuusiug iledsnislrsnsusvhaulsegieiiuszavdnm

meitedelsa gnimndueiesienedunisunndifiesuieamazmn
wazANNTIS UM TINadelse WU Adndisd nndans1wiausen I MRI Tngyn Deep
Learning 11¥38lun1siAs1EinIsUsEIananInaeveiie neuinluiTeuiieudy
gudoyaiililumsssyiundnesnnuindnifiieduiuo oz

nsulanie dnsUTEUUNITUUaN19Iw0e Google Translate aglgudnnis
194 Deep Learning 13tnswidenasinnsdeuteyauedrlinu Ssaziivarssuuuy 1wy
fdnws Unmudeldes neuagideyawdriluSeudsududiidedlugudona ainty
wmanuvsnefifiaazaseglndAusiiamnianana

g Tunswaanualald Deep Learning hantaglunisatasig i laenns
defieyalsitu Al tiovinsFeusiaenisvhdisuniagliteyafiinuutiug wasannsn
asneguuuunsAnWlndiResfuntuineuds Ussiiananenil kagdeaunsafAnIsn1swily
Haymuas msiaufuuyudlriieueuaimaniy

n1sadrsuseloansenislineufuuywd (Chatbot) ludnwnilsgunuud
a1115017 Deep Learning antglunisnanguazidilantwvesyudiiutaniu (Text) v39

JoAuLdss (Voice) noudssuianauainouausslugdsninedns wu Sir, Alexa %390 Google
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Assistant wazlusuuuudug lnendnnisvinaudiulngazly Deep Leaming Tunis
Uszanara waziideyannnisleuvesgldnusiuguuuuniieg ddvidu Al vihnmsseus aas

= v

Y

Fouiimnnulsyleaiudinisnevegnls nisenvilseleafindeiuuineunld F9ay
dy [ aa ~ 1
Juegiiunwninisiudsuulategnasniia

dmiutieszazaaiunnlumassusantasuanutey laedunldanuuny
917l TU NN IUANAIAesITY (Computer Vision) n15t38uskazandilumii (Face
Recognition) kagn1533714d849 (Speech Recognition) WaWutUseuiisufiu Machine
Learning JUKUUAY 9 WuIUaAv8s Deep Learning @1115avIAMNFuNUSvoTayanil

d‘ 1 U Y a 1o < kLl 1 1 ¥ a ¥ ¥
susvuwanasiulaiuilaelidndudewenvuiany Tudiuvestadeseddiailunis

¥ o ¥

“Fous” fugateyanirnududoulunaiuiu Huivesguniaisessuiuyadayadiuiu

119 Sesuduivedeadifauaszuuiimaniuazudilunisesnuuunisiiuves Deep
Learning
2.2.1 Taseguszamiiisnuuuaaulagdu (Convolution Neural Network: CNN)

Tasanglsyamifisnuvuneuligdu 1ulassiieuszamieafisiassmsuoaidiu
vosywifesiuidudiudos nouhnguitufigesdunnaunanusniu iensaaeuii
Avifosnisdurivesls LLazﬁuﬁsiaaﬁu%ﬁmuwnamé’ﬂwm (Feature) Aiumnsinariu Tun1s
Frapsanunsaviléannszuannts Convolution wiavilinmdnasdnenisnses doufia
Fryayrausunau (Noise) Wl a1nduriinism Pattern o3yt Pooling Tusuuuunnge
(Max Pooling %38 Average) lsifunu feutmaansiils (Output) dsselussluna Neural
Network tia$nanszuauntsisuiuagnisuiuaimin (Weight) uazanvineyi Feature
uagdusmaNHa Lty Fansruaunindsudaggariieilunaieg seu edunisusy
AMSTiwRsHAZaNAIAINRAUNA (Error) Tunasyinuievedinassou

midlul 1989 LeChu kaganie [12] lanudaymilfintuieatufasnessslai

U

CNN a1 ti8uAdey n1nasn15and10 19 n wsiiluatodio [iausndnwug LasIuIAYe s

a o a ¥

MBNYITINRINTUTTIIARATY I NAIVRIINNISIBUT L UUTRLUER vidaa1niu CNN gn
UnaualugUuuuvasandnenssudne 9 1WeIninsissusauanvue nIUsEaNEA I ILaY

ANNAINNTAtUNISRARSA ENwalE TNINNA1TENISIS U YR ATRIR U [13] Fagninly

a Ya

Uszenaldluaunumie 1103 Inglanznaniuni1szansunin ddnys Inedigidenyi

Y

aulalusesiidwseinauiatdagiulsenaunie TeneIunsandfisnyslaensey

meaneile [14-16] NM15andNAW [17-19] wazn133antuni [20-22]
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Tuanntnenssuves CNN WuwwAaffinudutou fatudesndudesdnismiuan

NNAUAAAASIUILNT95U I lHAnANUADAARDIAULLIANLIUY 1A8EINITOLUINITINGIU
I~ 1 % (% [ . o

ponlu 2 d@1u Uiznounie n1sanaAManeMy (Feature Extraction) Lagn1sankundszian

(Classification) Fanandliwiuluaiudsenauvasan dnegnssunuy CNN #3019 2.5

Fully
Convolution Colgc‘cmd
Input Pooling”_'__,.--»“"'_ o

e

o
o %
O
o

LA

\ )\ )
Y

Feature Extraction Classification

At 2.5 dhuUsenevvesaninenssunuy Convolution Neural Network: CNN [23]

sUsuUMEIuveIsaianudnsusaesnmUsENoUdY 3 du fuiolull

1. Feature Extraction iffudiufitreluntsdmund-lusinges (Filters) 3 nefiua
(Kernel) Tagft CNN agld@nsas vde Filters lunsnsesdrudiliddyoanainaim fauans
Tifuaindednenisieues Filters Gsilawin (K) 3x3 Tagld kemel luuszuianadiu
finlwavunmilazdiu wazidouldseFes q sunsuiindruluniw ileairayadeoyalval
15un31 HenmanYe (Feature Maps) Faunmuandu (1« K) ﬁﬁﬁ"ﬂwmzﬁiwnﬁumﬂ%@uﬂa@u
Fandl 2.6 uag Nt 2.7

0|1
0|1]|0
0

Kernel

!

Ix1 [ 1x0 | 1x1| O | O

0x0| 1x1 | 1x0| 1 | O

Ox1 | OxO | 1x1| 1 1
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= ° o A o v I ° =
AN 2.6 ﬂqiwqﬂqumaﬂmjﬂﬁaﬂLW@aiWQGQWGU@NUaIWNIWUﬂqiﬂqujmwagﬂﬂ [24]

0| 1 1 1 0 a |l 3] a
0| 0 | 1xl|1x0| 1x1 ‘ 2 | 4| 3
0| 0 | 0x0 | 1xl| 1x0 2 | 3| 4

0 1 0x1 | Ox0 | 1x1

AN 2.7 BadnsnlaannisdiAl Kemel sndnnianieasiagadeyall [24]

t:ll d‘ Y o‘d‘ v o 1 o d‘ v
NN 2.6 waz AT 2.7 NaENSNLAINNI5UIAT Kernel anA1uIniLiioasneyn
Toyaminaninaansilainnisiia Kemel andssananaiunimuasasiiulaininisnses
ANUNNAIUDDNANNAMNLALMADAIUNADINTTEY 9 lvlanmnadnsannisussunanadl

YUIALENA

2. Pooling Aamnuaunsatunisgasiuuunils Fallegassussinnitieuianldau

=

A® Max Pooling lLag Average Pooling @115u Max Pooling %Lﬂuﬁaﬂimgmwumsm

a A o 1 [ o ¢ A 1%
AENE Iu‘Uinmwmmawwagmmuwaam WD ANYUIUUDY Feature MAPs A38N15%1

Y 9

ALaRe (Average Pool) uazifienAfigananuusinsastunndurasnsling uazazidoudn

nseeluau Stride Amuuall Fsuuindingesweanisi Max Pooling 188nfuIn Pool Size

2 & 3 2

2 | 5
2 2 y | Maxpooling with 2:;2
1 @ 3 4

ATl 2.8 feg1ennsiin Pooling $1638 Max Pooling [24]

NAINN 2.8 Uanen15¥ Max Pooling fviua ilsasyndlu Feature Maps duu1n
Ax4 FIALUNUUILIN Sub-Region Iaen1sidaneiuiniigaluisias Sub-Region Lita1un

@579 Feature Maps Tnufiilvun 2x2 finiea



13

2.2.2 Recurrent Neural Networks (RNNs)

LY

W31 CNNs azfudsnumnzdwsunasudlatynmiessinu Computer Vision wanéail

SavaneisfidaeluntsudUaymdanas feu Recurrent Neural Networks (RNNs) §aud1an
Jusnmadennilsiifiunuimlunisuddemisiu Computer Vision Tng RNNs 1Julasagng
Uszamileuifidnuaieuuy Feedforward fifivilsmnudinieglu Sseenuuuundmdunis
uitledgmdeyadifidfu Sequence Tngldmdnnns Feed anmzaieluvesluinalindusn
Hu Input slgfu Input Un@ RNNs 9ziintudniidoiionn Input vesdoyadivimiii

= o o % v o ! Y] Y] A A a 3 A v
LAYINU NAJAINATIN Output LLa’J%Qﬂﬂ(ﬂaaﬂLLazaﬂﬂaulﬂaﬂLma‘m&mmmﬂ LWE)GU’JEJEL‘W

lunaau15a3an Pattern Y9967 Input Sequence b

Q@

A 2.9 Tassheuseamidisuuuuingt Recurrent Neural Networks (RNNs) [25]

IINAINT 2.9 %Lﬁuléfdwmwm%wﬁm'ﬁﬁ'ué’mgmwuﬂflsvi"mul,l,azl,ﬁaﬂiwm
nsEgonMIEUY Iz LAnslRiuRsnsYh iuTes RNNs lundasseudiefinsieg Tne
fruualian UV wag Wiluuwmineounieyas (5891 X,_, Wudsueinis Input
NniuIeds 0,_, war X, senlundeuruiedi Input Tudupousely warluseuselufasld
X, \0us Input wazds 0; Way Xepr Wioafiaidu input liFes quasy szuvAasnge
YI191U

wonand RNNs Saiiusvlevaifianinsaadnanuusiassildlgisluss oy dulazsves
g13EVINsiiniga e UuUTINsYsEaNMAINISUUIN AN Sﬂﬁqé’ammﬁa%’mﬁwﬁumaa%’aga
Wielrausanesiufsdidudeund wazlilun1sseigveunvesfingassaigosuuy

Aoulgtula
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2.3 aantuaa (Blur Image)
awuasnnuludagiuiinainnisaienmmenaasludnumz i FuAnNnaes

& A

[ = a A ¥ [y ¢ A o Vo a
GUU']@LﬁﬂLLﬁ%iJﬂ'J’]@J@%L@EJ@QQ (DSLR) maﬂaaﬂmfﬂ:‘mﬂ‘wmuaﬂawmaﬂlmummuaﬂu

v
a A

gty Fesaesuilntaedidnvuzuasarugudoudisern wnlildsunisinduliing
dnenmegsdionidn [26) Famnnisanenminisidasusandunaiuiug andtldazesnun
Tugtuuuiifuaedidyusunusudianlunm Snisnisdeamilegluannsuasdes
wdwalinndilflunmusewayldannsaldouldmuiisesns [27] fufunuivasan

aa

nsduvesndesdriulngsininannisuyundedlusuuuy 3 37 dwali Kerel Blur laid
A uaiaLevatanw azduisfosUsuaininus (Latent Images) Aiteuagluninda
(Latent Sharp Images) Tin1siwasanasiteviilinmdaaudu lngldisnisihamivae
(Blur Images) 118 Ud gy 10u5UNU (Noise) nauiirun Convolution AU Kernel fiadetu
el ld n sty (28] fsnndl 2.10 Seauvediviilifaisuasvesninetan
MavasagaiuIsgnduuneaniulssianeng 4 Iigd

1. n§89&u (Camera Shake) intuludaananfifinslnfuuds wu nsdafuuas
Hunaiuug neunadmesiuilifanisdu vieanainnnnindes Wusu

2. Maadeulnavesing (Object Movement) iinannnisiadeulvivesingly
Franafiinisi@aSusasuiduly wu nsndeutivestini nistadeulniveseug
WINRUE

3. m3liliavesndas (Out of Focus or Defocus Blur) 1AnannAudndnvesndosd
$radoilildannsalndaninld viservasinannisglieuddalildnuaniiio
il nuludneasdug

4. AISNANNATY TENI19N1sduLaEnITIAdonlna (Combinations between
Vibration & Motion) lina1nnIsHaNkaLAusEwitands sdunienisindeuiivesing 1y
N&092995TAULLENTI 19T Wiedsaskugniifanendosier ianisdulmuesiuiiamasyh
Trindosdunningfirulalidn dwalfAanmiuasifniy

& Convolution

Glbﬂ

Kernel Blur

Blur Images Noise Images Latent Images

A7 2.10 /NsUTuUTInmuel (Latent Images)
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2.4 NM3andRaIUsUNIUAIMN (Image Noise Reduction)

o

dmsunmpaTaildiussiunadinmduetuiisaiuunldeneesi dyainsuniy
(Noise) 1nusngriudeuvussgiuanuidumvesganm Jsfinnmdniuegrsbeiiazdesan
fyrusunaueenainam dadudnuistunoulunszuaunisuszanananmielinm
Faautu venanddygrusunudaiudosanimioglugasmanias fadulunisada

QIUTUNIULADILTAINTOINAAIWAAINIU (Low-Pass Filtering) 11vn15anniavdn

o

[ |

ity
HUIUIUNIUBBNAINATN [26, 29-31] AINIUITIAINE1AUIBNITAAS Y IEUTUNIUALEY

add

nsnsesdiuitlieniseanainam Fsmsandyyrusuniunfedliiied 2 35fe n1san

g7

v

dasuniauLuuldadulaee1deisnisasuliadu (Convolution) Laznisanday i

Y

SUNIULUU balLTabE

2.4.1 msandyayasuniuwuulduideidu (Linear Filtering)

o

R o/

1umsamé’igqmmiumuaam]’mmwﬂizmwﬁﬁmmﬁgq LADIDNAENANNITNN
AdAuiikaLa NIz UM Bnuuundefen1snsosdy g maIuanIEIY (Low-Pass
Filtering) NaNS¥MUTBINTINTOIFIBFYIUAI AR LA ITIE NS UNTUARAY dina
Wi mnadnsfiianuiseu (Smooth) n1sandeygnsuniusananamluuiensdild
wadwsLIunmias (Bluring Effect) aziiamaudtosas ilesannveuvesinglunmaz
Huuinaiifinsdeuasszdumamiduuas fafudygruamidgiaggnnsesesnly
Mnwadansandwy yiasunivdumnandulvluoweinisandaiasuniuudayls
e uYedIng m%ﬂﬁiﬁuﬂﬂiﬁ@ﬁﬁg@ﬂil;iUﬂW%ﬂﬁé’ﬂMUzmé’uﬂisﬁm‘ﬁgwﬂﬁ’]Lmu'qsum
fansesduvaninun waznasanaiiuihiunds

Usginnvasiansesiildlunisnsesdayyinsuniuuunduidedy gnuuseanidu 2
Usian bun §ansewuuatieds (Moving Averaging Filter) Lazfansashuusndide u
(Gaussian Filter) Faflswas Sonsiet

1. fhnseswuuAade (Moving Averaging Filter)

HushnsesrnuiuuurnadssidiurdaniifinasiuvesiduUsy dnsuasiinses
Hundla Imum%maqéfnmmﬁ%ﬂsaﬂé’zyz:y’]miummmuLméw’?ismamm SUfNToIMUURAY
Tngazidenvuinveandafnsesiiwansietu lnensnsessUsuinnissinedonuastoided
WANFANAL LY ‘mﬂﬁmiLﬁmmmzmmsmhaamé’mmmwmﬂﬁmﬁu LAZAIVUIAVD
urdadvuinlng ﬂ%mfwumﬁ@mwmmmuﬁ%gm@ﬂé’mﬁuLeduﬁ'u WANINHAS NGVl

ANWYALNISHUABUINTY



16

2. fNTOUVUNAIG U (Gaussian Filter)

Tnerhluudr msandyaiasumusuunidideusnduiiduedldaumnnidinges
wuuALade eanninansenudenisiuas (Blur) vesa nduatuesnit uasdiauise
DDNLUVLAEINAdLU s3AVRvefanTosldnanssUuuL 38nseenuuuiinsesuiaiiayld
PWIAVWAAKAZAT O Tikanenaty damalidyyiusunivantosatuaz i ilEn s
mnuSeursemsiaentu e o fadinty luvasieriumnviavesiinseuund
Fouflvunaluainntu wwdwalirnudeusasmuuasvesnmaadnsinandy [32]

2.4.2 msanaaasuniuwuuBiiludadu (Nonlinear Filtering)

Fyanmsumudssinilliannsoldfnsesieilamesuuudadu (Linear Filtering)

'
o |

lunsandyginsuniuiielvlanadwsnauysails daudslinisandyainsuniuwuy Salt-

A7)

and-Pepper-Noise fun1ndadaniafinsasuuulatiui@adu (Nonlinear Filtering) Aae
Bn13nTeuuLIsegIU (Median Filter) wag@an5oakuy Minimum and Maximum Filter
TneflswawSendeoluil

1. fMnsesuuulsegu (Median Filter)

) . | 2w a o v aa v
N3 MuUNsEg1U (Median Filter) udinsesiiondudeyanvadifvesdeyaniming

%

lgAndisegu (Median) MiAdisggiuililaenisiiteyassAuaMImMNTaIA N UM

a

#l Mask As@UAGUBY U1YIN1TN15L389A1IN Y lUMIUINAINTER VATV

Toyann FAdsegiuasiiuninanvesngudeya antuthaAdsegunlaunundulds
AN INaNIVeY Mask Aedusnsewuuilazlildiaiianisreuligdu (Convolution) us
9514 Mask au1@si199) lnamudunmsuatu lagungeananansves Mask luinedeuiuiu

AR (x, y) VB MAURTUREINNANSEAUANUITUIMVBINNTIUSII Mask ATOUARUDY

9

'
P

WN131384A11N W8 lUMINI AN TZAUAIUT LN 1VB I ABUEIRI IR g Aananau

N5 AInINIDg R lUT
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W

20 | 100 | 48

15 | 356 | 74

Al 2.11 WERINNTNTBUULEF U (Median Filter) [33]

Mnnadetindafivunn 3x3 lunemuiunwduat Taghaafnaisves Mask
Turedeuriufugadiin (x, y) wdnhmszdumundumvesnmiiuing Mask aseungued
uwhnsSesaniesluvunn luanuandliifiuinieidoyauBesazlea a8 dady
AfldnAtaasnsnsesuusiseguwdiuhadlalulflunssuiumsnsessiold

2. $INTBUY Minimum and Maximum Filter

Minimum Wag Maximum Filter iudansosuuvliidudaduiifaunadiondety
N13N509UUUEFEF1U 1nIn13058LUY Minimum Filter uag Maximum Filter 9ggnunud
fosrhantargean Insunudnadisasilufumismsinatsves Mask Fafansaatssianil
sefent Ul lun1sandmyinsuntusuuduiad (Impulse Noise) Ingfi Minimum Filter
AUATIITAINM d1U Maximum Filter azauqnsinasnm siadlunnsliisniansosuuy
Minimum Filter wag Maximum Filter snansasialuldfunniidulaes unsumiesuansidu

(wendreonaniiudu) $9aN30TIBANHANTENUVBIF Y QU INITUNIURAL VI

198LLDYAUDIANLEULNNNINTU
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\ \
\
\\\ 1

1 3 5 1 3 5
Min Filter 2 9 7 Max Filter 2 9 7
Mask 3x3 Mask 3x3

q 6 8 4 6 8

e e fefslelolelo] [TelsTelsTe] o [0

Minimum Filter Maximum Filter
mwﬁ 2.12 ANSB9LUU Minimum Filter wag Maximum Filter [33]

PNAINIZIULAIIFINTDING 2 wuvtElFN1TTe9EUAIAIIUT LM AANE
UN19NTDIANNTBEFIN WANA19AUASIA Minimum Filter Wag Maximum Filter 1lvuw1n 3x3

eldeanuasenasanannissesdadululdlunismansan

2.5 sUnuuvaLHyUsUNU (Noise Models)

NN1518D9AN B VOIAYYIUTUNIUAINTUIUAUNITUSZIRaNan N drulugjay
HeudnaesguiuvvesdyyrnsuniulegluzuiuureailandunumuiiuureIn NIy
\Uu (Probability Density Function) Tun19adifsi1ee dqysaaisuniuagiinainlsingniseal
mqasimﬁlu%’umaumimﬁlaué’mmmumL{Jué’q;agmlw% ﬁﬂﬁ?uamagmﬁuaﬂé’aujcyﬁm
iumuﬁﬁauﬁmﬂ%’%agmmaaamﬁu 3 Uszenn loud duayassuniuiuuasiame (Uniform

Noise) &gy gy1ausuniausuudusiad (Impulse Noise) [29] wagdayy1asunULUUN1dLTo U

(Gaussian Noise) lpefisngaz,8neadl

2.5.1 deyaurnisununuuasiEde (Uniform Noise)
Ty ausuniuUssinnilaelisuiuudnuaign1snseeiivesilanduanumuuiuves

ANUUNZLY (PDF)
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1
P(2) = {"0;“ fna < z < b MYusgrady (2.2)
lngenadey (1) vesilendumuruiiu (Density Function) a¥QnAMYuAMIBANNTT
(2.2) uazAIANLUTUTIU 02 QNATMUARIEALINITH 2.0 JULUUVRIFY I TUNIURUY
aiaveduanslinsaunisaeliil
R o L (2.3)
2
2
, b—a) (2.9)
i Il 7

2.5.2 AINTUNIULUUBUNAE (Impulse Noise)

ﬁmmwmwmuﬂwmwﬁwL*f]uél’iy,zywmiumuﬁﬂismaagjuuﬁﬂLszjafuaqmmﬂu@m
il Tnewdsuanauduasvesfiniga o fumianileq Idaanauandsluanfinea
Fafes [29] Fsprmuduuasfisiaesdiuuinasduanuduuasduniuasdsviesigunda
wuuthdewinlne (Salt-and-Pepper-Noise) FadunnidtausiuatsiinaazUuldiu
Fryeyradsunau ﬁ’e)ﬁﬂL%ﬁUWQﬁWLL‘VMW%QﬂLUaIUUL{Juﬁ]@?HJTm%@?‘iﬁWﬁ’JEJﬁﬂL"Uai‘Uﬂ’Ju (Noise
Pixels) él’ﬁy,zyﬂmivmmwuﬁazﬁm5ﬂizmasuaqﬁaﬁ%’ummumuﬁusﬂaammm%u“Ju (PDF)

Pa,z=a
el (2.5)
P() {Pb, z=b

P = o v a
(${)] a Lag b AB TEAUAMUINLNLAL

Pa 4ag Pb Ao A15EAUANULN M

[

lpgUnfudInIna1ves a > b A15EAUANNTNmMIYET b azgnasuludny gy
al'el 1 v a d‘ [~ o PR o
FUNIUTINYAY UAEAIAIUTNIMIANYEY a ggnivdsuludyyiasuniumdugne
AUSUNNTLAUAILLVUILUY 8 UM (256 S¢6U) AN Pa agdlAwiniu O (@91) way Pb agil

ANYINAY 255 (Fu)

AT 2.13 LAAINANISLUABWUU Salt-and-Pepper-Noise
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AN 2.14 Lansnan1siuaakuy Random-Valued Impulse Noise

2.5.3 Sy IasuNIULUUNIALTBY (Gaussian Noise)

v

o

dyansuniudssianiddnuaznisnssaedeyaresdyginusuniuduluniy

o

sULvvresHendumunuLiurenmdRziduve il duindden Fedyyiusuniud

losuanuileasazgniunldinaesumsiiudyaasuniulitunim

L ) (2.6)
27TG 207

dlo z unumszaumIiumA
U WLARA VLYY 2
g2 WnuAAMNULUIUSIU (Variance)
s AU dsuLLMIgIL (Standard Deviation)

o

sULULTRsdy s UNILLUUINIAT s Uz ildnya veIgUdy g andeiugy

o

[

izeffqﬂ’fﬁimsmé’mmﬂmwmwwmm 70% agagluiig [(u — o), (u + 0)] wavAdyay o
FUNMUUIENIU 90% %as“ﬂ,u‘ti’m [(u—20),(u+20)]

FU 1 TUNIULUULAIALT 81U (Gaussian Noise) 1113085 191ULAANSaNd Y gy 18U
sumundunsHeeluil

B = D(I®K) + N, 2.7

Tnedl K \uimediuauas N ~ N(0,02) Wudy1adsuniunae o2 agudsiuniy
flufivesnin Buannnsdudaoe9ues. D(1) Wevhnsanietsamiinannisdulned
I(m,n) = I(sm,sn) Uay (s) Wudnsnsduinegdmsuiinavesiinadnuauiy (m,n)
FefuilaiFurasmaduiegsaztas lfamnsomeainisdusogatuld Tnomaufluuunss
gR8VDINNEA LUNITaRA MUNRLAITUAAT (s = 1) daumifjméhashw?wzﬁmumiﬁ

(s > 1) Mnauni1saenaszgniuldlunisauiaiioniledyninisiuasninuwuy
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Deconvolution Iagldiwsuiisnues Bayesian kazAUNINITUTZUIMAIVOININLUGD DAY
n1sanseavvesdy usunIuasldinalinves Maximum a Posteriori (MAP) Tun1smna

nadnsTlawansliiiuingunuuwagIsnIstannsaUsuussnmuasandayaasuniules

P() P(z) P(z)

C g p Vana

b-a 0.607

= Gaussian
Uniform Impulse

VZno

L% 6

FUITUNIULUUALNLEND | FeIUTUNIULUUBUNSE | AU aMsunIuLuuInNdATgau
(n) (@) (m)

A 2.15 N3 MKEATaATUNINTEA8ToLAYDIFY Y IUTUNIULUUANY

2.6 \AT0eHaNluN13INAMAMYBININ (Performance Measurement)

cs' Y

TunsuiuusanmiieliAnnwlnddnlunvezdesdinsauaslSouiieuamuninves

1%
a

awiielvldaniunssuuarivseansamiiatu Selaesvluudueiesdlenldlunisia
Uszansnamvesnmduduinuitenalswuy sy Contrastto-Noise-Ratio (CNR),
Mean Square Error (MSE), Signal-to-Noise-Ratio (SNR), Structural Similarity Index
Measurement (SSIM), Peak Signal-to-Noise Ratio (PSNR) 1ufu dwmsunsiseiladents
w3esflodmsu Sauszanian 3 wuuldun Sienal-to-Noise Ratio (SNR) [34], Peak Signal-
to-Noise Ratio (PSNR) [7] @y Structural Similarity Index Measure (SSIM) [35] Tag
seazieaseeluil

1. Signal-to-Noise Ratio (SNR) tJuiasoefiofildlunisinasnsdiudayyose
Ty aisunau fe snsidailddmsuiadssninsdyanasuntuiudyyiasuniy 393
wheildiniduediua Decibels (@B) lnglHinasiinasgnilunsinddyausuniueenidy

A7)

dndau Teanunsamunlaanaunisaaluil

P .
SNRgz = 10log 10 (M) (2.8)

noise

2. Peak Signal-to-Noise Ratio (PSNR) tJuia3esiionisusyifiudszd@nsninaes
wallansUTuuRaunmvenmilasuaudieunnnian lneanewinladildiuieuiiey

funwduadu Arfildazeglugag 0 - 100 d1A1 PSNR gudilng 100 sz dliiufisnanin
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o Y o v v = o = =
yoannndmnulnaiagsiunmauatu Faluinesgruidunldlunisisuisuauninees
SUAMNATT T3uven15UsEuYT¥ VTN IMUBUNATARIUAILALLBEALAZNITNTOININ T

aunsamulnleanaunsealuil

R? (2.9)
PSNR = 101log 10 <MSE>

3. Structural Similarity Index Measure (SSIM) (Juiaseaflodmsunisuseiiiung
wieldlunsiadsgdvsamasanailanisaunin lagldlunisinlasiadsvesnin wazaiu
AA1EATIIUTENINNEDININ FeAlARINN1TUTELIANAAL DY T8WI1e 0 § 1 Fea1u1sn

mulaanaunisaelul

(2pepy + €1)(204y + C2) (2.10)
(,u,zc + ‘u)z/ + Cl)(a,g + cr}% + Cz)

SSIM (x,y) =

2.7 UMYV

av o a v =

Tudiuvesuideiine1704 L%Uﬂﬁii'JUi’JﬂJNa\‘ﬂua{fﬁJﬁLﬁﬂ?ﬁU%%ﬂ?iaﬂﬁ'ﬂﬂLUa@

[
= (% 1

vaannludnuagsia Nintunsdennuelagtu Ingldneiatagdanesiuiintuain
nsAnAulvdy Whantslunisuuussnmuaslvdanudaaudady Fdunsusudsanm
. % A & N9 Yo | o a aa a '
\uae (Image Deblurring) 3saiunszuiunisinlddmsuavasniaundesnainaim laidnae
Jugesingg wsawdinsziisauiuaafiiinainn1sduvaandas nn1sdisianasdnyiieany
av A o Y J 1 I [y
NITeTIua1e g nuausadwenlady 2 ngulgg Ao nszuaunisuTulannly
5¥AUAT (Low Level Processing) hagnszuiun1sufuussnnluseduas (High Level

Processing) fan1wil 2.17
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Impulse/Wiener
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MAP
MAP

| wEM
Variational Encoder S
Decoder ‘ Multi-scale |
Strong-Edge
Predictive ‘ SRN ‘ Estimation the
. - 6DaF
AP Conjugate | BCP/DCP/ECP ‘ CE—
: Kernel GANGP
Gradient —_— ‘ WGAN! |
RL —— Estimation | A ‘ e ‘ o |
— FIST/
FFTs Prior 3D Rotation estimation MAP Blur Kernel |7m |
Blur Kernel [ ) Estimation s
Kernel PSF ISD | Estimati “ Autoencoder ‘ mid
stimation e Hal uadratic
S Robust
Estimation isti \ Convolution itti
Probabilistic MRB Kernel method splitting
Linear/ Standard | o ‘
Non-linear Deconvolution RL Non-linear FFTs 7| WNNM ‘ [ s ‘ \ NLC |
‘ Edge-base ‘ — -
Fourier Bayesian MAP MDF EFF approach \ LRMA \ [ ms ‘ | we
1977 2006 2008 2010 2012 2014 2016 2018 2021
Low Level
] High Level

AN 2.16 MIUTudTInmUaaRawasAuauastagiy

91NNMA 2.16 wansbiiuiaslddmiun1susulenmaaisuauiadslagiu
Ingldmaliakardanaifiuiee edsuussmnlisivsensamauinu lnglddlunisduun
nsrUIUNTUNISUTUUTIvRIUsaY SYAY

AU szuauntsUsuuamiluwiaszavanasadulassunsuiieliiuds

nszvunsgesluwsar sEAuRlYIsn1sUTUUTIn I lusUwuUIuANGaAY Aennit 2.17

Image Deblurring

Low Level Processing

High Level Processing |

Convolution Probabilistic

Convolution Neural Networks

Generative Adversarial Networks

M9 2.17 nszurumstunisuudsananluseausingeg

AT 2.17 wansbiiudanssuiumslunisusudgsnmasluwsazszau lngasd
o A ax a = v oA a o &
NsEUIUNSIUYseIsNTLasinaliafiee iuenseny deazideadadeluil
N3rUIUNSUTUUTININSZAUA Low Level Processing Lunsuszananaluszausi
lngaglddmiudanisteyaiu Pixel lnense weldlun1susudenuninvesnin lunisvih

Deblurring Huazdinszuiun1sviey 2 wuu liuA nszuIun1svin Convolutional 1lunisld
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=3

ganainulun1suiuuse u@mﬁm%ﬂﬂ%@%aﬁﬁu%ﬂlzjﬁ’mhLU@%LiLG\Q%W’NﬂEﬁ@ﬁ’]ﬁM% ANty
ldnszuaun1s Deconvolution aamﬁmﬁ'aﬁuma’agagﬂmmﬂmsﬂ%’uﬂqﬁayﬂa waglu
nsyuIuNsUszInanamenuuaziliu (Probabilistic) aylddanesiunadineansunldlu
nseuaadueniesdy ielinsussiaraiausindiuaswiugity
n3EUIUNITUTUUTINMTEAUG High Level Processing tunszuaunisilunis
Usuusanmsiugs 3s1938n1s13euivaaaios (Machin Learning) andelunisuiuuss
A 1ngenAEnann15909n15138U318980 (Deep Learing) lun1susudsennnInvesnw
wazidunisadreamdualul (Deconstruct) nnsSeudidednlumsaiisiuuuy (Model)
fiunzay lnernsuseaianadislasetneUszamifien Convolutional Neural Networks
(CNNs) LazlA383L Uy Generative Adversarial Networks (GANs) unlglunisuszuiana
ol rldnadndiiusannmuasauysainiy
Tunsuudsenunmyssmwlidimmaudelunszuiunsinauuuud dmdnnis

iudanaRaEnsaaiunislanaleds leeiidieg1uideunsauldis nsusuugsveu

'
=

vosinglmuaudauindu wisvidiuesingmduiuindeubidianudeudinuniu
wagluduvensdwunan [27] windnnisiiazegneldvannisusulienannvesnn
[30] Wnevaluuaavsiinsyuiunvinnued 2 duneu As nszuiumstunisadie Kermel uay

AS¥UIUNI15% Convolution kay Deconvolution AYAINWA 2.18

Image —P®1—P =®

Convolution Deconvolution

Denoise Result

A 4
h 4

AN 2.18 NSEUIUNITUTUUTINNTEAURn (Low Level Processing)

i 2.18 LansliiiufianisySulssninssdUa Low Level ilanmiiind
(Input Image) gn1uuIN54 (Fitters) A171lsidDIn1500n 9 1nF I NTANN1TA 28NS
Convolution NMWAU Kemel auAUYN@INT0IN M- NN kadnEALANTufuiaeIsn s
¥ Deconvolution fiunmsastheniildinandaaiasumunddslinadns

Tunszuaun15v1 Convolution wag Deconvolution 9£ANTEUIUNITHIUL DY
ponu 2 Iawuusznausig Spatial/Discrete Domain Wa¢ Frequency Domain Fanmd

2.19
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Time resolved Spatially resolved

Real domain
-PSF (1)
s-PSF (p)

I(

'<FT(:) |
FT(p

Frequency domain
t-MTF (@)
s-MTF (k)

Time frequency, @ (GHz) Spatial frequency, k (mm~")

ANl 2.19 gﬂLLUUﬂﬁﬁNﬂuﬁJaﬂ Spatial/Discrete Domain W& Frequency Domain [36]

ANAMA 2.19 WAAINITIIN9IUVDY Discrete Domain tWunIsulasn weanulvae

Y

lusUresiiavneuangunis Kemel uaiaglanadnsoanun uazludiuves Frequency

Domain 1UunsunmalauuUasieglugudyyraniunaudiui Convolution wda3s

lonadnsaanun

ludanveinisusulsaanmaesnmbidanuaudalunsguiunisusuusanin

[y

szaugs wlinTBuIuNMsTeusidedn (Deep Leamning) 19U CNN wag GAN fen il 2.17 lag

l¥dane3fiuuaydsnisane Sateyaninunldazgawiisenidu 2 @ fe yatayadmsu

nsENHY (Training Set) wavyadayadnsunisnaeaey (Test Set) MUBNTIAIUNABINTT BN

mdainasasdianldlunisinUssansamvesainanyislun1sussiunmn nueanmnslus

AN NLAZITIUTLNE

- [ — car
) / [ — Truek
L ] = van
\

/
— \( —0
- T / o
tﬁ ]\ ﬁ o /\ o -
— 17 e T/ f N =
\ HY VAW :
= ‘0 [] — sievewe
FULLY
INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING FLATTEN CONMECTED SOFTMAX
HIDDEN LAYERS CLASSIFICATION

A 2.20 NTFUIUNITINULUUER (High Level) medgn1siuy Convolutional Neural

Networks : CNNs [24]
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NN 2.20 wanalimnunalasias1anisuszuiananielasIveUseaInLuy
Aauligdu (CNN) Wunszuiun1syaankuugs Inefl CNN aguana miuudd (Input

&, a . J o I3 & 1 4 1Y s
Images)apniluiiniwa (Pixel) nouliukeNaanJutaeaInge) 4 1awas Usenaumealeas

v =

ldlunrsiulnuduazdeyadus 3 awasuasiiunmenae 1 iawes wieldlunis Training
N UULVIINTITIUIHAZINIVOUAINAW BT A9 Yosluinan3oillsundn Parameter
Estimationf838n15vingmane s seunsuinluilIeuifisunuluma Feature Map U943
~ Y a 1 o A .. < ) av v o 1 1 [ VY]
WeliiAnAuuiugn We Training t@3aazuilumanlauildlunisdiwunmiaiinssiudu
Ao v N VI o = VYo aa = o A . .
A mseld daluludagduilauieitnisiseusvesanias (Machine Learning)
laseneuseamiien (Naturel Network: NN) n15638u31598n (Deep Learning) inungaglu

Y

nsrUIUNsEgNIkazasnuuuIaeLeiau liAnUse Anganitgedu 3935n515eu3

Mnssanssuiladnuluaddedaeiuluiemwesniseaniuu Kermel vy
e mlviauda (Image Deblurring) Tnsutseanifiy 2 nau ndng Usenauemie

1. ngUAUNTUTUUTINMTEAUA (Low Level Processing) Tneldn 1suseanmen
wuu Convolutional Lagnszuiunsuseanananlsauuiazidu (Probabilistic)

2. n3gUIUNITUTUUTINMIEAUES (High Level Processing) tagl¥n1sussuiana
AaelAs3918U sz amLAisy Convolutional Neural Networks (CNNS) LazlA3aU18LuU
Generative Adversarial Networks (GANs @sazflnuidefilanisuvanssnuitldsuuvuuazis
fenam Tnefieasdenduiolud

2.7.1 n5zUUN1sUTUUINMsERUA (Low Level Processing) Tagldnsussana
AU Convolutional wazn1susudgsmwiaealtuuazdy (Probabilistic)
1. myvsuduanmilaglgnisussanadiuuy Convolutional

mwLuaaﬁamﬂuﬂﬁgmﬁﬁiyﬁﬁﬂLﬁﬂﬁumﬂwmamma LU mwdw%Q'msJW
anmzuaioanseanunsaliduadliiiesne audnisdasusasnng (271, [30] fin1s
wndeulmduimsiiinanndetiazain (30, 321 Madeuivesinguaseraiinnisduves
NAnY ImaLa‘wwzasméqﬂmhamwmﬂﬂﬁawmmLﬁﬂﬁﬁmmazlﬁamqqLLazﬁ‘f’mﬁmm [26]
Jedamalildnmtuasuaziduiifony suiludansiligny dedeyailsiausananidesls
37] fsifuFsldinsUivssnmanevienwidlemandlianueudaty neldnguinng
NurlnmAaTa (Image Restoration) Fududiunilsvesreufinmesidu (Computer Visions)

aa o

U
Faduniinduegraunsvarsluszuuyszutanaguniniasia (Digital Image Processing
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System) wldlun1sUsuUsamnnvesnwlsigsumantmaneiidosnis dsldsumauauls
Huethannlumaihiteiffueesfinesifminauisiagud
dwsuitmsuiudgnmuaslutiusndingjarldimadadsiiandueissiioly
MsfAunmAIiaduingiiidonanin wagldnsruaunisadrenmsisuuudiananig
L?iamamwriauvi"lmﬁy\luwjmwé’wmﬂﬁmwu Fourier, Linear Algebraic kaginaila Non-
Linear Algebraic @9iRnaulul) a.a.1977 lusuiseres Andrews [38] sioswuinnsuiulge
amuaedeiid anatssuuuufiaiuisasiunlddvamldvateuszian Wy amis
aadeulmaniedale nMwanndensaslauazndosvuinidn agralsinunmiuasd
Andudwngauifaldvatsaning ey aaingunsal ieaneuddlaiionlldam

= o

TugUnuusingg videidnatnannizuindeusiig dtudagnmituutsszinneenidudnuas
sinaq laail [39]

1. MMLUABNN5HULEINEDS Camera Shake (Camera Motion Blur)

2. mwLuaamﬂﬂmﬂﬁaulmsuaﬁmq Object Movement (Object Motion Blur)

3. nmmuaeiilieglulyida Out of Focus (Defocus Blur)

4. pwuseTiinnnsHaNRuenIsduazLtousaznisindaul Combinations

(Vibration & Mation)

AN 2.21 ANWZNISIUABUITZLANAING

91NA NN 2.21 uaasliiiuisanwazusinisivas [39] luudazUszinnideglu
Jagiu dauguuuuveanisiuaegnuusesniliu 2 wuu Ao nsiuasiuvalaue (Uniform)

waznsiaswuuldainaus (Non-uniform) tnelisneasidennad
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nswaskuuadiaNe (Uniform) Ao 109 AN@aueanInazinisiuaaiiiiig
funazluluiemadeiiu

nsuaskuuldaliane (Non-uniform) e ANLYALUABDALLAINULANAIIAU
Tudsiazfiud waziduluauasien1e@9919392AANNISEUTDINADINTDANIIZDINA LAY
[ d' ] c': a! I d'q ) Y o U a o d' [y
dyrusuniunldaiaue Fadunisulunisihlvlgdmsveuidoineadunisivasnin

{Aiguuu Blind Deblurring [40-43]

o
=

mgnnidaddnifevate au elauuuudnaessvesninuaeu e lddmsunis

Ysuugsnnlipudn mewuudiassiugiunldiumnill

Convolution

Operator

-

Estimation
Kernel (K)

——

= 4+ Noise

iy

-~

Blurred Images (B)

Sharp Images (L)
A9 2.22 Taseasianuudnaeanmiuaawkar NMUSulRamiuaealy

PNANA 2.22 Tassasasuunaean1niuaskaynMsusulsinmuaeiludaunse

o 2/ 1d [ a 12 Yo 1 &
u’]ll’mi’]\‘iL‘UULL‘U‘UQWaENﬂ’]WLU@@I‘UﬂWi‘WWﬁQJﬂ’ﬁLﬂNLﬂui@@ﬂmalﬂu

RS (2.11)

PNANN1T 2.11 fviuali B flenimas @iy kK Wumesiua L Asatmnus uag N
Wudggimsuniu ludruves @ Wudiafiunislunszuaunis Convolution 910
NITUIVNITVNAUAINITONININL UaBLAA1nAIsUTENIMAILADSUA K 1T Convolution Ay
awuels L newfindeuanasuniu N dlulunssuiumsvas udhdsidnnuae B

naunstauislagninuldlunisuuusnmiuasiuegiaunsvatgaudsagdu

Tnegulseamdy 2 uwuu Laun 29n13USUUTIAIMIABALUU Blind Deconvolution Wagluu

9

a Y

Non-Blind Deconvolution [44, 45] #a.0u3sniin3denareauldlinruaulalagiisuwuy
nswasunsgldldlunsaindanesiuvsewmaianiieg dmsunisgaunimuaslviiaiy

IALAUTITU
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Tuauideues Fereus U 2006 [26] Miiaue3snisannisduneindasainniniien
Tnglfimadalmilunsaviewmndnisduvesndoseanainaim dadunainainnisuivlss
nnaitereounhi Tagldusylominnnisitedandiieatuaifvesnimsssumigenis
laseiudvosnmilanizmizennniy 9ntuinsregennyiseves Miskin uay MacKay
1wl 2000 Tneld Bayesian Tunisimanuiiaviluvesanaesiua nelddanesyiudusuasig
almiFauuseendu 2 Funeundng Tiun nsusvanadresuauasanawitdu
enszuumMsUsznuiuuunevllfsaziBeniiedunisminidesdiiign wagling
UszanmuAaesuaiedana3tuanasgIuLuy Deconvolution tileUseiiuannimusls Gl

WngadeyanIniuaeuaIn Omar Khan wazanz naansflawandliiiiuinisnisniaue

' [%
a v v

aunsaUsulInImuaetiléisnundnuagaualvalunatliiiuig Sndsdsdenuauda
niisrounthilegrafided iy
Tud A, 2016 Ren uazame [46] lH@nwinsUszanuAamIngsefuALAgI iU
ﬁﬁumwwamwummﬁm e?fagﬂu"m’ﬂi’ﬁl,ﬁ{]zymuuu Bild Deconvolution 34lALaue
Fane3fulmidmiunsuuuanwluszdumneunsiaunmiuae Tasnsiasginanis
UszanauAamiEng sedus (LRMA) 9esnimiuaeuuy Blind uaylddanesiiuuuul Tagld
AuauvAvesnnuduniwuas nsldsedvalusyfumveunmdam dmsunisiAunm
seiunaeienIsUsrnaeipesiua Tasn1sgevrunannsgusuughatimin (WNNM) Fevi
Tfannsnansngazdeaiiufiuaraaiing 16 Tagldyatoyamnsgiuaes Levin ¥ 2009 uas
Sun ¥ 2013 wan1svaaeadietsanasfiululdiusateyauinsgiuis 2 g lnenisindn
PSNR A1 SSIM Wagan KSIM fuanluguuuusieg wuidanesiuiiveueiianunsariey
Igeniissudiamiousuiimsauideuiidnasts Tnaflandy 22.56, 0.68 kg 0.60 MIUAIGU
waglul A, 2018 Pan uazanig [28] Idiauedanessuilddmiunisdaunmsiiy
Josdayey il (Dark Channel) tiedanisfiunImsssuaId deau amluniwazainis
wasios tnel¥iEnisnisadaransTunisuyinsemdsaes (Half-Quadratic Splitting) Wil
iuenfinisate sdryaiauin (Dark Channel) Tngldyadoyanmanasgu 3 va loun gndoya
984 Levin I 2009, yateyaved Kohler ¥ 2012 wazyatoyaves Sun U.2013 nadnsille
mnnsvnaeswuiiiethsanosfululdiusedeyaunnsgiusie 3 faensindn PSNR wudnd
Andelnesugininiimsfunimgaeisnisaug Snvidiannsnilulilunsuiulsanm

waaluainaye
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2. nsgvuMsUszIanamenud1azilu (Probabilistic)

Tunszuiumsuiudganmiizuuvusazmaiaildlunarnnanss fazsvilinmiuas
ndusnfinunmiazausadlldaulanisusudsanimuuy Blind Deconvolution g
Non-blind Deconvolution §saaudnisiilésuaudenlunisufuusanmuasiisiidu
anilawazn il dmiuisideilduniigaie MAP uag Bayesian

NSMANGIFALUU Maximum a Posteriori (MAP) [47-49]

FBnsufidaudae Blind Deconvolution Ssasiidesfnfiieaiulauuamudlunm
viosuuuunisdeuslunamenisuszanaawisifines (Parameter Estimation) ftiuly
maiFeusluaanieg Sssndudeamardasimiin Weight vide Parameter fifimuimanga
funsuszanaAndeyafifesnisiousunnilan [46) nelinguivesud (Bayesian) uiltlu

m'iﬁ’]mmmmmm%L‘ﬁumﬂqmﬂﬁﬁ'}mmﬁ'wialﬂﬁ
P(A/B) = P(B/A)P(A)/P(B) (2.12)

Tnedl P(.) AodrAuiiazilu uway 4 AeAives W (Weight) uda B Aogadaya X

Y

gj o a I3 [l 4:911
MNUULRsUTuaNn s la a9l

PW/X) = P(X/W)P(W)/P(X) (2.13)

%slunnui] Bayesian F1ves P(.) Agunus1sg
- P(W|X) \S8n31 Posterior
- P(X|W) 38071 Likelihood
-P(W) \38n37 Prior

- (X 138771 Evidence

a Y & = ad ] . = !
ANFNUNITN 2.13 LLaﬂQIVTLWUQQQﬁﬂqiﬁqﬂqfﬂﬂf‘j@m@Q Posterior %ﬂﬁ]%LL‘I/IUﬂﬂuﬂ’li

fuaniu P(X/WYPW)/P(X) toedl w Saidu

W = argmax (W)P(X/W)P(W)/P(X) (2.14)

v
= = o

\Wesainan PX) Wuaivinuaslidusgiual w 3svihlinismiaiensiawudves

£
Y

ANgaER argmax @unsadaan P(X) sanle aetudediandy

W = argmax (W)P(X/W)P(W) (2.15)
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ntudsarannsomAoriiauusigeanues Posterior I duiulumaiFeuslua
FruMINATEIIALUY Maximum a Posteriori (MAP) Sagnifmuntuiievinisanisn MAP a
Profislsyavsamluszduveuleufisaziden [26, 28, 30, 47, 48, 50-52]

Tul A/ 2007 Jia wazAuy [47] Laanelian1sduunn1susulnIniuaesienis
Usz10UAINI9NIBIRAZNTEUIUNS Deconvolution N1 Inelatauedanesiiulnddmsunis
UszanuAnsasnmuaannisiedeulimvssnmien edAuianmuasiiinainnns
indeulmvesndenaznisindeuiivesing daliiFiinseginsdenlnsuvesnmuaz Ay

v
a (Y

Tusslanifeades Tneldshnsosuasmimusanalusdalureunuesing Snvisdsldisnng
UszuaA1n13nses Ineld Maximum a Posteriori (MAP) TunisAiuasuiierinuszansnim
T Fuiuinlusela annduldisnasves Lucy - Richardson (LR) lunisAud1n niuae
(Deconvolution) aMnuanIsNAaeInUIT AMmiTALaTtesdisvlumuiaeaa
WsslagedFues LR aunsavanlan wasluduassnmadouln dioviluduiadenn
Alpha Matte vuiluiiflusslaazanunsariliamilnnudnauigy

warTuldoun Shan wasaue [30] lgtnavedanesivlndilddwivaunmivasd
Lﬁm]’mmmﬂ%ﬂm@@nmammLﬁmﬁﬁ@mquq Tneldmadaiifinyszanganuazidu
Usglewday 3 Usens bawn Usznisusnazdielvainegusuundlaglaflsndunisnseaneyn
Asfivaensiasuutandady Point Spread Function (PSF) @sarahelunisuendeRanann

MAATUITIINNTUTZHUFYYIUTUNIUVDININIEZNITUTTUIUANLAB S UALUAD UTzN157

D

a0 aunsadnfnewsudsuuuulvifiannsad mualiiunmisianuaudai S
Uszavsnmannlunisangedideduluninuasuinalndifes uremeeiinansenuluduney
Y8IN15UTUNAIADS UG wagUsen1sganiy daneSiiuazgnusulidanuvanzaulagly
Maximumn a Posteriori (MAP) dwsutiisssansamlngldsuuuunasmaiinfidussansam
FugdlagifuAeatunisiuanlulamuaiud Ineldateyanes Levin uagany T 2007
NNNMeaeAIsaaT Wad NSNS uasnanmgslalagldtaalunisusyananaiiny

WiaAgunUITNISUeY RL way Levin wazAny 1wt 2007
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. Error < Threshold?
Latent image
restoration

l

Y

Blurred image
and initial kernel

Restored image
and kernel

Kernel
estimation

AN 2.23 Msinvesdanesiunldlunisiauniniuas [30]

a v f & a v aa A o I3
INAMA 2.23 AILNINUADKAZNISUTEUIUAMADSIUALSUAY A5N15TULauRazlU
N15USELIUAINNILEY Tnen15A5I9daUAIAINRAUNR (Error) il uneluninuiniAtey
161 Threshold aggninduluuszanmanlniaieisnisvikasyuwivnesiuaiuas

UNINALATBUAGUMIVIINN ABuazlanmAgnnIsiuaevisenmidniy

aaa !

uaNINHETIBN 9L sg9anUas LU Local Maximum Difference (LMD)
(53] lngmAmasmgeanvesiinafiiniuuandisfuseninenuduesfineatuiiud
LAYIaUYBIUNNTAIN AI8N15UTEUINANABSIUALUADNDUUINIAAAIAINULTUAY
nszUIUNIEURD Anduldinanfsidunsdadumnduimman LMD uaglddediiaves
L1 norm Tfigndasiu LMD andewfiulsedninmeaeisn1s Half-Quadratic Splitting Lite
am{jzmemiHmaqu‘Lﬁﬁa&Jﬁqm [49, 53]

Tud A, 2020 Liv uazaniz [53] lalauedanesiiudwmiunisuiulsanimiuasuuy
Blind 97NN FTLIAH A UAN9EeRRTuA YA Local Maximum Difference (LMD) Tngw1
ANAT IR YR INEATIIA TLLANA NSz N AT uReRinisatiuy 8 Rinwalagsou
TUWINTAN N9 I8NITUTEUIUANADILALUAD NEUUINIAAAIANNLTUALNTZUIUNIILUAD

ntuldimfasidunindadusnduaainar LMD uaglddedriaues L1 norm
fedesiu LMD wdreiinUseansnmeaedsns Half-quadratic splitting Tun154anas
funniieantiapmnsyuvesnmlsitfosdign uazld5iAuamMuLY Nonblind wlelslédnm
fifnauiianluduneuaniie laeldyateyaran mdnnmzsiuazammaseduau 4 yadoya
Usznouniy YAteyauad Levin 2009, Kohler 2012, Pan 2016 Way Lai 2016 91ANANNT
naaouilon s MinauslUussiliuuszAnsamanassu TnenisiIeuliieusn Eror Ratio &

AT 1.20 FelAaenInInIsn150ue Mlramala inalfssiun nfiaugn Lagn1swn
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ALaRe PSNR wagALady SSIM Fafid1idu 31.97 wag 0.91 Aua1au wulliAlLadegenii

8n199uq eYeldud gy

Blur kernel

Initialize blur
kernel k

Blurred input
B

Updata interm- Final latent
ediate image I

using Eq. (15)

Updata blur
kernel k using
Eq. (16)

non-blind

A 2.24 MsUFuUTInmene LMD [53]

31N ANT 2.24 1Wun15U5uYTInINea1838 LMD 151910 Input Awiuasiing

Y

Janasiunas ¥y nelunsaudnnaztduni1suseuiuaALADSUAAD UaIAINHIUNS

Yaal

Uszanmuanuaediaiign agldi8nsiuasnmuuy Non-Blind tilagaunwivaslsidaiauly
Funaugarie

iU Hu wowany [49] lifnwiAgafutlamnsusuusamuaslaogniunudly
Fe33N13610 9 BEMIITaN A aTLdsunThiioneasld Sparse Priors dmsuines
watuasnianmuels saudsdedndaiissaniiey (Sparse Constraints) way Normalized
Sparsity Prior lun13U5uUsan1n el suisnuas Maximum a Posteriori Framework
(MAP) dstiualfiauaiinisusuussnmuaenimmiudugeanvasduilésunisusuuss
Enhanced Local Maximum Intensity. Prior (ELMI) lngldn1saasinanuse ninaanudugean
GLu‘ﬁu Local Maximum Intensity (LMI) LLﬁzﬂﬁﬁlﬁizﬁUﬁQﬂ@ﬂ‘Umﬁuﬁ Local Maximum
Gradient (LMG) 3anffusin1snsaasunamniuanfidonadosfudadn ELMI azanasniy
nsElIUANTLUAS TaAeslualuaeIrgnUsINdA A suLar1HAE N1sUSUYTIAImMUY Non-
Blind funmiidaau Taeldyndoyadaame fuagnmasaianmn 4 ya Usznaudoyatoys
94 Pan (2017), Levin (2011), Kohler (2012) 4% Lai(2014) 91anan15nnasslif1dsi

1%
a o L4 [ ! [y

ueluiSsuguiudanesiunanadesenisinAuade Error Ratio, PSNR wag SSIM fiun

14 Qo 6 !

UoyadaiATIe (Synthetic Datasets) wuin3sninausilowIsuiiguiuynvoyaninaiiasd
ALadeY PSNR LazA1ady SSIM @aninisous 8nedtanyasieglivesas ludiuvesyn
ToyanInaTe (Real Images) Wawsguiigunuisnisniauanuiaiunsausunmladaiau

a a a o X | aad A O v o9 v v
LAZUINYALLDYANANYAYUNTITIDDUE) @ﬂVNENVHIﬁ@@FLUﬂWWEﬂﬂaQWUEJ
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M3uUaiseseg1e3Ins (Fast Fourier Transform: FFT)
TumsUssananan1nnineuiumeidu (Computer Vision) 1uduflgsiodlinsis
Auandtiglunisuszinanaiierililddiiemgndeuaz :anda lunisuszanana
giodlfinalumdsuniifienuuiuduassuuuniidudeu dioratuegivtiadenangesng
Werhlildnadnsuarldnatlunisussinanatios Wy winvesn mitnanUssaianauay
Arugvesdoya uiudane3Tuildlumsulasdyanalaniumiuiidogas i iden
Wl dmsunisuiasyilesegesinga (Fast Fourier Transform: FFT) [37, 41] 10y
Sane3filunsnisulasdanauuulidedos (Discrete Fourier Transform : DFT) fiflaany
udoud st linisiuaistuwerasiiliauiananazadlumsiunanas iy
Snisnilangidedenthunldmun
Cho waw Lee [37] lél#A%nsUsutgsnmuasanamideiifivuianans iitelvle
mnnadnsismslunaliiiug lael#smsisnnuidiiinisdssanamnimudawaznis
UszanmuAnapsiualunssuiunisvingl fedumeunisiunsuuulmdiiensveyiusues
amannndfinga Fslutuneunisyiung lildmadalunisiungveunimannnisusyana
AnirslE3EnsiuanLUY Gaussian Prior dmSudumeunisUszmAwaesiua uazld
Avuailardunisuuasiuy Fourier Transforms lunsduaivsngauiveyiusuesnin
iiorssmudalunisuszanana 9niuldisnislaseiuanuy Conjugate lngldyntayares
Levin warame Tl a.a. 2009 [50] nan1svnaasuandliifiuindsnisitiaueaansaye
mudsuanuddyldRaslfnallunnsussinanatesni 35w Tuvuinaniwaes

ASIUARNUANNSAEURLILANUNIT 9IRS

Blurred image Prediction Kernel estimation Deconvolution " Final deconvolution

B AE K )
@ W .

Input Output 1st iteration 3rd iteration Sth iteration

AN 2.25 ANTINVBINTFUIUNTUTUUTINNLURBLaE TURBUNSYINg [37]
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Ml 2.25 waadliiudanszuaunisufuusanmlaesuainnnsiinmiuassn
MutunounsThutsraunw Aeuludszanarinesuauaryiinis Deconvolution A
wazludruvosnsygianamandiuldinfinnsyihends 5 afindnegldnin output awd
oINS

doulud a.¢. 2011 M. Hirsch wazaaiz [41] Mausdanesfiulunisiuasnimiien
WUy Blind Deblurring dnsuaunmuaennnisiadeulmildaduavefiinainnisdunes
nées Ineldimsudsnvas Efficient Filter Flow (EFF) fifidasifinlunisduveandesann
1AT9a519uUUANaD Projective Motion Path Blur (PMPB) tag¥1n15 Convolution U836
avunmdnmaensiulasyFesiSuuudu (Fast Fourier Transform: FFT) tteisamnuidaly
nsfwaa MmuUsTInaAiaefuadieuenmuasuazilUldszsudsie R-map nou
adun SN IR uAe Sane3fiufiadsiunas Deconvolution awifialildn mn
anvnedifinnunudn Tngldyndoyanin RealWorld Dataset nadwsilldainnisnaassnuin
SanesTuiadretuulvaifinsusrinanaitusasdissansamannnidafianade o
HoehadiTod iy

2.7.2 As¥UUNTUTUUTININSERUE (High Level Processingllaeldnisussuiana
AnAelasITneUszaniisy Convolutional Neural Networks (CNNs) WazlaTou18iuy
Generative Adversarial Networks (GANSs)

N15USUUTININA8N1558U31T98n (Deep Leamning) tadruniiunuimnlunis
UssanananndsuansuszansnmldRuasdamududouinnty Sdldiantelunmsuiulge
awlsfiamududiuazgnies deldedungluidefl 2.2 Snedsflanuisedun Al
1AsesUneUsga sy Neural Network (NN) 1ag Generative Adversarial Networks (GANS)

[54-57] dmsunisusulaanninvesn mluuisy

1. MsUszaiananImmglasaingyse amiiguiuuaeuligdu (Convolution Neural
Networks: CNN)

lassngyszamiienkuuaeuligdu (Convolution Neural Network: CNN) gnti1sntd
981U NINATRIUAIUNTTRIUIUNWADAARS G0R N13USTUIHAT Y10 UAZAIS
Uszanananin (Computer Vision) G?j"’ﬂmiﬂauhqi'fu%LﬂuﬂwsLﬂﬁauLLUaﬂWaﬁ%’u (f) lod
ertudug W fadu CNN azdentetewizdnuaziau (Feature Extraction) annluaai
sunsSeudvesndeyaldfesioantdan femnd NN Suduiiteuiurlddmiuns

Uszananaluauidonieg alsuideilaaeuinidiey CNN uldnsaeludl
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T. M. Nimisha wagang [54] Iflaueisnisuivusanimiuasainailinafiuuy Blind
Deblurring A38N5EUIUNTTEUITIEN (Deep leaming) Inely CNN g8 1ui8AImALAIN
funsuiuUsanmuaBLUY End-to-End Belaidudusiostinnsatranuudians Ingldisnnsils
adlunszuiumsisous memsiinsiauuudnluga (Autoencoder) uag GAN uayldyndoya
1MSFILAN L. Sun 2013 UAg Pascal VOC 2012 Dataset uadwsiilsinnnnisnaassgniian
Wiguigululenmnn Flothunind1 PSNR uaz MSSIM (Mean SSIM) fanidu 30.54 uaz
0.9553 auddiu uarldinalunisyieu 2 unit Fananfildaniisanesiufianatoaus Tu
FesinaumuiniBlausavandesdolinnanalddniuagylinmdaauduediaiiulédn
dewSeuiieufuizaug

X. Tao wagpny [55] laAnw1isnasusuusesniniuaeieisgusiuy CNN laglaiaue
ST e TARgMLILN Scale-recurrent Network (SRN) dvisunisvilininiuaevans
WINTIEU AINIsEuTHUY CNN intelunsundym sigianiseenwuulasasiauuy
ANaT7 Scale-recurrent Structure WagnsiLA¥aeATIALUY Encoder-decoder ResBlock
Network e EJW‘QWETE]QWU@Q GoPro Datasets 974794 3,214 21N Way Kohler Datasets
$1u7u 48 i wan1sveaedldiisiuauslUldiuyatoyamnsgIuie 2 ga uagldun

PUSEANSAINVBINIW (PSNR) LagAIINAAIBARY (SSIM) WUI1TAIRRILINNINIENITOUS

e

(% o
v v o w [ v &

Sniadildnalunisnutiosnitegisditod iy fuiunadnsiiaanmmaasaidaniudn
Aty inisauY ﬁy’u%qammmam%w%mm

Hong kag Choe wazAny [56] lAANEIBNITUTUUTINNAIBNISSBUSIBEN (Deep
Learning) titelddmiuuiludyninsuniudedaunimgdlumsadideyaiufinveagunin
FafuddlsiaueisnisaunIniUasiuy Wasserstein Generative Adversarial Network with
Gradient Penalty (WGANGP) lagldmnuaaigadslunissus medsnisiseusidedn (Deep
Learning) LLazsl%j?J%miLL‘vmﬁ Loss Function f2g Style Loss Function Hlasnunsieaziden
Jayaveunn Ingldyateyaias GoPro Large Dataset 91W3U 3,124 AW Uay Kohler
Datasets §1uau 48 nw Fiisaosynlfuvstoyaoonduyanisiindu (Training Set) wazyn
n1Tagey (Test Set) InsUfuAnmazidunanadliameglusedunansianiin 910013
naaedloldisNinAsINY s U TEANS WAy eyausa GoPro Large Dataset $8nNg
yAadsves PSNR way SSIM wudndidndu 33.29 uay 0.98 FsuansliiifiuiAnadoganiy

Wnshaafedu o uazluyadeyaves Kohler Datasets dA1 PSNR dgtipenituwadiian

SSIM gani1T5auY
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64d 128d 256d 512d

I 4 x 4 Conv layer Instance normalization layer LeakyReLU activation

A 2.26 aondnenssuves Discriminator T WGAN-GP [56]

1N 2.26 Wuandnenssuieadiudy Patch-GAN Tngduunitudaguwnd
N x N Tunmiuresaiivievesuasu Feaguszneudiedu Convolutional $1u3u 5 Hu
wardu Normalization $1u7y 3 $u Geasfimauunnsiedy uwazludanvess LeakyRelU
Activation aggninluldiiu Convolutional Layer

Tud e 2019 L. Li waganiz [57] Ie@nwnigafuisnisuuusanmuaslaglinig
3ufiBdn (Deep Leaming) Fsldlausdaneiiufiiiusavsnmlunsusulsenmuasiuy
Blind Tiduogfudoyatiund &ldi8nsiunmarduundssanvasnmiidvunaunnag
fudae CNN it lnnaiit s Endudeyailelianusaansinin fewmsudsnuuy
neulufsazoen (MAP) wagldisnisAruimnisndlna1anshuy (Half-Quadratic Splitting)
Tumsuszanmanaosiua Tneldyadeyaninannsgiu 4 Uszan annansmaasswuiiile
thinusgliuUssansn mludsUSmame aaunn Biitauslnesmddnadediginitisns
Suq Tilmnudatesdradideden

2. 1398 UY Generative Adversarial Networks (GANs)

P50 UL Generative Adversarial Networks (GANs) [54, 56, 58] gﬂﬁ%auaima
Goodfellow tut a.a. 2014 aglddmvsuauainamuaziseuinanisudeluseninlung
lasseUssagnEesiy lunalasatng Uss a1 mieuasauuuisen3diasng G waved
wisuen D Whmaneves G Aemsadianamil D lilansnsausnuezainniwaisld wagithmneg

294 D ADNITHUNAULANANVDININTIUUAL ANTFS 19U
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Real data

X~P

Generated

Network

Discriminator
Network

Generated

Data

Gaussian —» — Real or Fake

mwﬁ 2.27 1A59d519U84 Generative Adversarial Networks (GANs) [56]

PNATETHIWN [54-56, 58] laldnannisues CNN wag GANs 18 UTUUTINN
ﬁLﬁaqusuﬁaaﬂﬁiﬁwLLUﬂﬂizmmﬁﬂﬂszmumsﬁauﬁﬁqﬁﬂ [22, 56] lngladanasyiuway
flafduifiaanumangaunldlun15U5uUsenin 19y Loss Function, Scale-Recurrent
Structure kag Encoder-Decoder ResBlock Network [55] @vfunisnaassldiuyndeya
mmgmﬁufu'qaaﬂLﬁusqm%aaﬂaﬁm%’umiﬁaui (Training) WagdNsUAISNAGOU (Test) WUl
33714 CNN 1ag GANs wioUsziduUsyansnmensnn PSNR, SSIM wagtaanlun1sanu nadns
flFamnsanuldfdenssudiousuisiaaty Tadmunmuasdeiumg

Tud @.f. 2017 S. Ramakrishnan wagame [58] 1ALaue3d Generative Adversarial
Network (GAN) muan1dnenssivesnisnsesdednuuulndsrufvaadnonssuiiday
yuudmuliuusinmadeulm dslunszuiunisieuazgnudsesnidu 2 dw dun
Tudruusnagldlunisesnuuulassadrauasadiaunsuisnves GAN wazludiufiaondu
flertulunisaaanudemeiialunm WunsSeudanamidesinsulasly L1 was
L2 fdenigarnanaudawazamdiniludundn deudiarfildunuisuidisunian
Yszansnn I%ﬂ;m%’a;daﬁ'qumm 4 %m Us¥naunag Places Datasets (2014), GoPro Dataset
(2017), Lai et al. Dataset (2016) way Kohler et al. Dataset (2012) %ﬂ‘i’flﬂusﬁ'mﬁahﬂﬁ
naaey (Test) tazludutesdoyaildlunisisous (Train) [yadeya 3 4n Uszneudae
GoPro Dataset 574U MS-COCO uae ImageNet Dataset Inegnnivunvuinlimilu

[y 2/ [ 1

256x256 Nnwa INHaN1saaetliaulantsndnaueluldivyadayauinsgiudenad

9 Y

PUILUUINED9AL N TUISNNUNEUD L UTLANTN 1ML 1L8 198N 3 NUANSWAaDNadN 8 by

dmsumsgauninuuuliiaineus HuTUSIMLazAMAIN
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38U UL Convolutional Generative Adversarial Networks (CGANS)
WulasstreUszamisuifinududounvunilanss CNNs luszozdu dadu
R = A = Y a 2 avve ° o a ¢
iwwsetneUsramiieuninisiseuildednilasuniseeniuuinlagiangdmiunsiiaTe
A 1 1 éj o -'-N'r-:l U 3 1
JUNIN wazlAsevemarlanansaandisiiuunisussananailanududeusiieg angly
sunwldegauiugn lnelassasnsesnisiauasiiunisiininiigndesuasligndosunvi
NSRNEY (Training) telanunsaanina i lasg1audug AeuagynIsARLENATN
AV Y v A A v 7 Iy} A I3 ) |
ldfesnisoanlvindolanizn1nineanN199IUU A IN? 228 WU ITLanIAI9E19

1A598519909@5 a9 e UL e IS el tatansEuunsynaulasesaluil

;/D\ scriminator Dixly) ,.\

(TITX)
00008 & 00009
-

-
S YY YY)
00000
; = /"\\ g

g ™

. 00000 00000
N 4

A7 2.28 1As98519109A389ekUU Convolutional Generative Adversarial Networks

(CGANS)

3. MsUszRaAtAestuawuUleuia (Hybrid Kermel Estimation)

sUnuvYeIN sUsTInaALassuanuUleuiasz dulresuanuuNanTa Jumedaily
TunnssaunmsuszanaiarlusUsuusineg Mlddmsvnisuiuugenm lasdinsauilifideaile
nnsuszinana Aeuthaiildlildlunsyuiunisdun seld TnglusiAdofiniuanazinasni
wafianaeq Abdsuarnufondiualdluniside wu n1sugndauassnin (Image
Segmentation) Faavilswasisunsasiold

NITLENAIUVOININ (Image Segmentation)

d1m§UiEnnsuendiuvesnan (Image Segmentation) Wudnunilanafialunis
Uszanananinlagilidmanelunisuening (Object) nednway ey (Feature) 89NN
AmNunds (Background) 84 Lﬁuﬁﬁmiﬁugmﬁlé’%’ummﬁaﬂuﬂmwﬁmqaaﬂﬁ]’mmwLL‘U'Q

pondu 2 38R0 N1sM519dUaB VAN (Edge Detection) La¥N1TATEVIUUUINITLEAR
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(Threshold) uanand Tun153AIzInTan1sUsELRaRaYIvaLaN WAz lUDINITWenIng
Y 9

'
A a

niodsnaulalunineonannNunds 1w N1suenfIdnesanI0enINNurasdu1 U

N9AUNI53316798n W3 (Character Recognition) vi3eUszendldnisussuiananInymianiu

Y o v .. [V 3 = o « A ¥ | [Y] & [

n15331luminau (Face Recognition) Astudsdutunvzdetuendiuvesingeanainiumes

feulUimseinseUseananannlutuneusely iveliauisasouiinadiauasisnng

gosazlananiengazdenninelull

N19M3IVVDUNMN (Edge Detection)

[ ' £ el' =2 | (Y] =

YBUYBIAN (Edge) Wudiuvestoyaniuanidelasesnevasingaielunin 4

Useneusmedayareininiiaiudidguazarunsairlulduselesdlunuiumieg wu

anusathlldlunsseyfavunavesingieglunm vieussendldlunmisuenueysenineing

vIedeyalunniudIuresiundIvenIn (Background) vsen1sdildldlunisseyingie

et

melunm SnisdsannsasnyneasiBenvasteunmlidiauudaundstudnge [56]
Tunanenu3delaldasnnsmsaaduvaunim (Edge Detection) wnl#lunisdAunind
doulnsulvinanenndunmdieudald daduisililunisnsinaeumeanuunnsaveausiay
finiwa (Pixel) levArauudaunsaluuinameunm lnsnisasadoudinuduvesd
(Intensity) TuusagAnwatfiemveunin Aeuldnszuiunisssussveulaudadonisidis
AAaunsIad (Contrast) luifufivesunmdnmuasnislaszdudvasnmliduty (Gradient
Image) [44] 9n33n15eananlusuideves [45, 52] FaldTnsiinyszansamueanis
U5uUgsvaunn tngldnisussanamanasuvednasiuaiuae wagn1sUssunnmUaakuy
laudn (Hybrid) a1ndeyadilimunvassauninuagarana i lugiuidevos [45] Tas
UseifluUseansamanaAaagves PSNR, SSIM wasdd Error Ratio Ml ndlanunuds
¥ am. 2013 L Sun uazaniz [44] 1F@nwaiieafiunisusudssnimuasiuy Blind
Deconvolution fifin1siendau (i MsUssatailAvslualvaBLAzAILES 91NN WIAUAe
Sunmudnangnuondutiymitsuseiirslasunsudly dedudldiaueTinsusussaunv
faun1sUszanaAuneiiualuaelagld Patch Priors UuveUATHLHS dmSUSane3Tind
Unaueazldiznisviesgndnaninuduanaosiuawae asld Patch Priors taelu
nTrUIUNTUTUUTUeU wazUsuveunwideudadonisifiuAineunsias (Contrast) Tu
fuflunndrosounin ndudmaniresiuawandenisldsesualidutunna iy
Al 1R9AINNSUSEINALABSINAMETEYEY D. Zoran kag Y. Weiss wan Faldnisgaunn
LUU Non-Blind Deconvolution yndasauInsgIuues Levin 2009 uaz 20113sUsznouse

[

YATaYa 2 Uselan Ao Tayanmsssuifnazdeyaduasizd annisnaasauindievly
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Wiguiiguiuyadayar 2 Uszinn lagldn1siesgridielsuna Usenaume Alade PSNR,
A1 SSIM WaEANRAYLTVIAMAVDIDATIFIUAINURANAA (Geometric Mean) tagsIU7TN
=

aueiinisuiuugsssansnmidanuaaiowazinnuudnssdlinadnsniieuldiv

ad ) o A
AANINNUANENER

_ intermediate build .. .edge refinement output
input latent image is K r- strong gradients kglrl:\;l :

restore patch
contrasts ‘

t x-step iteratively refine <

AN 2.29 MIUTUUTINNLUY X-Step wag K-Step [44]

d' ) LY a ¥
INNINN 2.29 LLﬁﬂﬂﬂmuaﬂﬂJuG]’e)‘lﬂfh!ﬂ"IiUiUUEQﬂWW"ﬂ’]ﬂﬂ’ﬁ@UW@ﬂWWL“UaE)LGU'm

Y

szuv ndulsTun nwealmduninsgsunataazasie Mask TWAUIBUAIN NBULUILAS
Youn I Fudutuneures X-Step antudinmnlalugiunauyes K-Step sanisusua

Blur Kernel widsaglanmanvineinudnasnin

Yue kagAy [45] lﬁLaua’“ﬁmifﬁﬁumwLLUUI@U%@I@S‘L%ﬁQﬂJaumwLLazsi’J’ayja
anasuananduns lneuwuteenlu 2 asdAUsznay AsnisussanaaAssiuawazinueg
YBUAM BN TFUIUNTTAANLIMINZaL Fentseanidu 2 35 16uA 3Bnsusn Ysuusenns
UszanaumalnasuueAosiualuas lnemIananssnuidauaanannlasIas 1909 e U

ey IEN13Naes UssanaAuasuuulausansiuTiudeyavasvaunInsas Aanasunlasy

1%

nsiiinUseansann Ingldyndeyaunsgiu 3 9a laun gadeyaved Sun (2013) Yadayaves
Levin (2009) uazyadeyava Kohler (2012) 1ltlunnimaaes 31nRaNITNAaRALLI1UN 5

Wnaueluldivyntayaninad wlddmiuninUiouiieudeyadiasisvikasnsilis uiiey

VY
aaa o Y ¥

f1081993992835Na1ade A18n15IAAT PSNR A1 SSIM kag@n Error Ratio WUINHANS

v

NAADILAASIALTIUD T N5 NUNAURNUTE ANTAMANIIITNITNAaeIN UNLN TN DI UNS

Y [

USuuswauiasmalsesnadnainnsy Tngldynvayamigaiueg1aiddeiy

o
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Strong Edges Prediction

Hybrid Kernel . Final
Sy Fast Deconvolution 4
Estimation Deconvolution

Blurred Image

Kernel PS Estimation

D'

A1 2.30 nsUSuUeunmuuulausa (Hybrid) [45]
= Y & aa o % o Yo v aa
1NN 2.30 wansliiiuisnisusulsanmwaesen1svive un it neae3s
(Edge Detection) wagn15UsranuAIABIILAIUAD 91NUULIYIE89A1IUUTEUUAILUY
lau3a (Hybrid) #&3vi1n15 Deconvolution A1naLUaINAUALKAZARTINEaElATUN WY

ANUANTA



uni 3
A5AUN1I5IY

(%
Y v

A15I981599 NTANAIUUABVBINTIN bUASIT HdglavinsAnyianuidenazionans

= o ¥

! A A v Y] a YA = . 1Y) Y] a e
ANE) V]LﬂEJ'JGU@Qﬂ‘Uﬂ'ﬁLTc’J‘UELGUQaﬂ (Deep Leamlng) LW U']GUE]NaQJWIﬂUﬂ'ﬁW@Ju’]@aﬂ@iﬂﬂ

U

v
v A Yaw o 1

Lﬁaﬂ'%'wqqmwLuaaiﬁﬁmm%ﬂmumm?iﬂ%u Ima’tumﬁ%’aﬂidu@ﬁ]EJmmiLLmsﬁu’umaumi
audunisideeandu 3 G?’Jjumau AINULUIAIINYDY S. Ramakrishnan wagAue [58] &
srwazBondwelUd

3.1 %’jumaum'ﬁm%wqﬂ%’auua (Dataset Preprocessing) {unisviteuludiuvesnis
wissuyntoyaunsgu Ingldyadeya GoPro-Large [59]

32 JuneunisUszutana (Processing) tunisidoyadenuaidnutyiauly
N32UIUNITU8Y Deep Learning Usznaumie Autoencoders fiu GANs

3.3 fumounisinUsEansam (Evaluation) WWun1siw3suiiisunisieuiiviaus

WAL IAUSEENSNINVINMNHIUNSUTELaNE taeldi5n15inkuu SNR, PSNR, SSIM

Input
Datasets | SRS Image Deblurring

GoPro-Large

Measure

Performance

SNR/PSNR/SSIM

AN 3.1 lasaasiguasdunaunisuSuUTInIm

3.1 Yunaumsinseuyadoya (Dataset Preprocessing)

p 2
[ [

Tunswdsugrdayaiievinisinidoessd {Afuldimadoyafiusuunsgiuuay
anunsoliinulfoulaglifiarldde Snfedaduiideuiunldnudieduniusudey
wadnsTliannIsideiuosaunsuane Taelunasifeilldldyndayavea GoPro Dataset [59]
Jepdegatasdisnuisdunmilsiinnnndesitle lavanusousnseasBenvosyadona
usiazeuoonlaasiolui

GoPro Dataset [59] ihugndayaildinainndediale dudunmyniiddnvasGose
faznm Humsiedeuiitiazisy Tnsweneenidu 2 Ussiam laun Blur, Blur_gamma Tuus
avUszinvazdianuuaefiunndisiu Sniadaudayndeyaoonidunisyadoyailn (Train)

U 6,309 AN Lazyateyanadoy (Test) I1WIU 3,333 AN FIUTIVUA AW 9,642 AN
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M157991 3.1 Snwaurvesyndeya (Dataset) ¥ed GoPro-Large

GoPro-Large

Type Train Test
U 6,309 3,333
93U 9,642

NAN919T 3.1 wansliiiuseaeidenveyadoyaves GoPro-Large ia 2 Uszuaw 7

Toviunlglunisneasa
3.2 TumdunIsUszUIanNa (Processing)

TutumeunN15UsNIana lALEIgN 15 MARRIHIUN T8 UIUNITS U SITIEN (Deep
learning) Tnaazldisn1sid1sWadalud®A (Autoencoder) Lag Generative Adversarial

Networks: GANs

3.2.1 Autoencoder

Autoencoder 1iJu Neural Network Uszianuilaniuszneulumenisviaiuey 3 di

% =i

Laun 19101998 (Encoder) duiidnnisiudeyaiigniusn (M5Aa210) LANIT00ATIA

Y

(Decoden) lagiinann15vinay Ae-mssudeyaidaun (Input) wavimsiinsiadeyanisnis

U

1% =

Judndeya @99z lianisagesnitdeyangnidnsvatuivdmmleuduauadunsely
ntuaginsandgyainsunau (Noise) Mlhiifssniseonatnam Ingazutsesniduaes
fineq WA Ndutouwar dudatoyalilivuimdnas neulasyinsuuasAndunienis
nensia (Decode) IllAnviiuauInesn niauil Input 1Wun Ingteyaiignaensiaiuag
guvdedeyaunednely Aeudgdinmkadns (Output) uIsuiiguiuamauadu lagay
aa a . ' . (% . o v ada (Y] 1 & [ £%

TBN9MEUAMUKUU Pixel fio Pixel M8 Loss Function dniuisniseananiilazyinlinas

VsusetianTupgfiudvINTeaes (Layer) Ngnasnadu

Y

Encoder Decoder

~ Latent space -

Representation
Input Image Reconstructed Image

AN 3.2 1AS98519999n15911 Autoencoder Architecture



45

AT 3.2 avuandiidiuidaseadanazduneunisyinieu Autoencoder faus
ﬂﬁiﬁﬁﬁﬁiﬂﬁ]uﬁqmaaamﬁa%uﬂaLﬁ@lﬁlﬁmwmaﬁwé

91nlAs9a¥19n159P91u989 Autoencoder Tun1s3sedazitunisusuan Loss
Function lrifletfesigalagnisuuamisditne Suasilsrdulyidanumnyan iovilvian
IndiResiunmdn Fafusslfieninisdneg swheisaufulasadne Autoencoder Ing
wsoenidu 7 38 warnsvin GANs s1uau 1 38 seludl

1. 119911 Autoencoder

. 1Y Autoencoder #a8 VGG16
. 11311 Autoencoder A28 MSE 591U SSIM
. N5¥1 Autoencoder 738 MSE 533U Total Variance (TV)
. N1 Autoencoder A3 MSE 571U SSIM way Total Variance (TV)

. 11511 Autoencoder A28 MSE 59uAU SSIM wag VGG16

~N O O A~ LW DN

. N15%1 Autoencoder @28 MSE 517U SSIM 5294AU Total Variance (TV)

way VGG16
8. miﬂ%JUqu\imWéhEJ Generative Adversarial Networks: GANs

Yaa v

FBn1smAaesil 1 N33 Autoencoder az1¥35n1514 5% (Encoder) nmiidumns
WoaudmilididneanannimioussindoduitdnvasilndiRgaiumniianudnily
as1anlval antuTailunensifa (Decoder) ioutasnmitlalfiaunawinfuameuaty
Tngaedlafddu Mean Squared Error (MSE) 13dm5uuduan Loss Function JeifiA1snas
delinmilelndiAsaiusniian Tngannsadeuduannisiieurldldlunsduam 1d
daolud

AN5%i1 Encoder

Bua1nn1s Input: X @eyafifudunm widseu
Encoding: Z- fencoder(X) (3:1)

PnaunIsll fencoder wansdiaflsndulunisidnswd @99y Feature map A1
X U Z Wnsedu Neanduazisdennisisianuandiaiuly Inesalduaraziduatees
1As9U18UsETaMNgNNTANG Activation Functions

N3 Decoder
Decoding: X- fdecoder(Z) (3.2)
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31naun1sil fdecoder uilandunisaansiataya dren1s Map nwlinseiu
ewdenduludateyanasisuulng

Output X (Yayanassuuln)

L(X X- 2 (X = Xy (3.3)
uALR
LXX. X @9 a1Loss

8 dlsznaunegludeyanaiulvi X

~

Ao dlsznauiieglunisdunsdeya X

S <0

g IMUIUIAVBITRYA

[ v a [ a 1 ! A A a X 1 a
MSE ’\]3LU‘L!G]’J‘V]“U’JEJIUﬂWi’JG‘I‘UﬁiJ’]mﬂ’J’mLLG]ﬂG]NGZJENﬂ’]LQﬂEJ‘V]LﬂWU‘Ui%M’JNﬂ’]W‘WQﬂ
v X | a YR . Y N v ~ ] P . =
as1aulnduagnImdune wazdiiean Noise lindotosanseninanisin (Train) 538

Fareanasulinisyin Autoencoder anunsauszananalaoenawaiugn

A3n15mnaesil 2 N3 Autoencoder fae VGG16 tudSnnsilazienldnnd Input
annsEuaunIsEnsta nstusanan udsaintuagldnim Predict eenun Aouaziinnm
dnftunmiign Predict dudnliluaweives VGG16 Wowasnmduliidu Vector roufiay
Wluduramezddufidunsunisnensia udaisldnimesnun Tngaunisves VGG16 i
Fastolul

Perceptual VGG16 Jun1staaaniildainnisviiune (Prediction) wagnmda g
VGG16 ieyinsasne Feature map Witunim Ineagnsesdsiilididmeenanamaumie
uidIuTidRey (Perceptual) feuftazialuduamman loss Supietaetauisaldiiio T
AINASIEATINUTENINNINLA VGG16 tinldlunisdrelousunuudssanuazaiunisasg
a Bnviaddldidaamuuanandunisiansns YN ssr s LaTulas A miiad sl

Inedignsiildasaunisealuil

Encoder Decoder

Sharp image Sharp image

Prediction
VGG16 vEmr
input . — output

Image

Blur image Blur image

AN 3.3 F5N159N9IUVBINTNAABINIY Autoencoder SAUAU VGG16
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Lye (X, 8) =+ TIIAX) — fi(D)]? (3.9)
ANUUA A

Lyce (X, X) A9 VGG16 perceptual loss
X fo amauadu
X fo nwiignasistuslyl
N Fodunuaeinldluling VG616 dmdumsuonaudnuns

fi(X) Fa nsuansnauEnysveIn nauatu X Mawes |

T v
7 .

fi(X) Ao maauspuanvaizvasgunn X Naseaulmingu i

35n19NAa09N 3 N5 Autoencoder #28n15USUAIWUY Customize taald MSE

SUAUAIRALABILARINUVDILATIAIIININ (SSIM)

5UzasaUTUAINISITMaslALaeNTSiY Customized Loss @iln1sisenlafandy
TAgLLNISUSULTEUAINNEINIVBINTN WS ULTBUAIABUNT AR karlASIaS19AIY

ARNYARIUDININ (SSIM) 1111 LR AN1SYINUSULASIAS 1989 N IN AN UTAL AU

Encoder Decoder

Sharp image Sharg image

Image Prediction
— T mseesam | .
Vector
| os+o2
input —>] output

Blur image Blur image

=

AW 3.4 Lane3Bn15¥in UL NIV Autoencoder g MSE 53mifu SSIM

Gasivlimnuniondeturediaseaia (SSIV) 1udnwilsiadtniignialdfusgis
unsnanglumsiTeuiisumanieadeiuteddassaiisszniteninassnm Taevialuasly
dwiumsUsgiiiuaanimuesn i lagazinenuedeaasiuluFowssanuaing aounsias
uarlassasszarinsnmduasuiuamignasrstulag sehslsfniu ssim laldfledsunns
adonnsgrudmiunsiling it swadalusid esanlasiluaglddmiunisuseifiu
UINNIINISRN

an3 SSIM Hudeudrsdudeudesinazifisadestuosdusznauresnisiioudioy

ANNETIN NISTEUigUABUN AR Lagn1siUTeulisulassasianin Inedlgasildlunis

AuIUAIRD LU
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SSIM(X, X) =1(X, X)-c(X, X) - s(X, X) (3.5)
AU
X A9 NNAURLY
£ fenmiignadratumlul

1(X, X) Ao n15LUTuiiguauaing
c(X, X) Ao nsU3uuliigumneunsIan

s(X, X) Ae msidssuiisulassasienamn

A8n13MAae9 4 N15%1 Autoencoder 718N1TUTUUAILUY Manual lagld MSE

S9UAU Total Variance (TV)

TuasHaza1u1sausuA s 1Teaslalaenisty Customized Loss @99811AIANY
LUSUTIUTIY (TV) NLANWUEVDINISIIALRALVDILAAZNNLYAN UL INITINAULND ALY

733 1vhusINiuA1 MSE lumsusuguansilneslilanningn

9

Encoder Decoder

Sharp image Sharp image
Image Prediction
MSE + TV - .
Vector
08+0.2
input —>| output

Blur image Blur image

AN 3.5 WANIITN1YINIIUYRINNTYIT Autoencoder a8 MSE 571U Total Variance (TV)

Total Variance w§aAinuusUsiusan Ingvialudrsinaglalld Loss Function Tu
n13 Train eya @1m3UN15W1 Autoencoder waiagldiluni1sinarruwysusiuveusas
finwauielimsiuisaadelnesa Jamngdmiunsiienyideua Tnedgasililunis
Fruusuioluil

TV == By (6 — (3.6)

Al
TV fe AeuuUsusiusiy
n g IuIuIRvesloya
X, fo yovesdoyaFusudaud ith

ELGRILEILHARRHG
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ABn1MAaIN 5 N15%1 Autoencoder #18n1USUUAMUY Manual lagld MSE

S9UAU SSIM wag Total Variance (TV)

v
1 =

TuAS sl NIUINANNISILTTI UL N B NAADIINAA NS N LAY UL T ANAITU

Y

[y

violil Worunmstausgansnaw lne B dasldnmsanimiindieusunnuaugalunts Train
Toyalildlunafin iganeuiaziily Test e vlAnadnsfiau dmsunisuiugu
A1M1515m 4 (Customized Loss) leui@unsves SSIM wag TV iWanniieas1dlunisudu
Tnssadevosnmuazanaasvesninlundas finwalFagy Iﬂaﬁqmm%ﬂumiﬁwmm
Fasolul

Encoder Decoder

Sharp image Sharp image
Image Prediction
> M mseessmarv |- . .,
Vector
0.8 +0.1+0.1
. —
input —>| output

Blur image Blur image

AN 3.6 BWEANIDNITVINIIUYBINNSYIN Autoencoder A28 MSE 521AU SSIM wag Total
Variance (TV)

[

IngagldgnslunisAuinves MSE sauriu SSIM uag Total Variance (TV) is1eazidennail

L(X == T, (X, — X)) (3.3)

SSIM(X, X) - (X, X (X, X s(X. X (3.5)
1

TV's - i W Y AT (3.6)

FBn15mnaesil 6 11591 Autoencoder #In13UFUUANMUY Manual Tae MSE +
SSIM +VGG16

dmsuisiazly MSE Tunasasuauaa Loss Wundnuazly SsiM Tun1siseudieu

Tassasnanan nouagld VGG16 vintinsesdsiilddrdgoonainnin Inaninua

! a salaal
ATNIFIULADINANER

q



50

Encoder Decoder

Sharp ima Sharp image
Image pimage P imag
—
> * st = s+ vasts |~ . -,
]

Prediction

input output

08+ 01401 Vector
e

Blur image Blur image

ANA 3.7 WARIITNIYIN9IUYINTVIN Autoencoder A28 MSE 52uAU SSIM way VGG16

IngagldanslunisAuinues MSE 53U SSIM wag VGG16 disneazidendiail

L% 0= =B (X, — X;)° (3.3)
SSIM(X, %) =\(X, Xr (X, X) - s(X. %) (3.5)
Lyee(X. B= 5 ZILAEE) = D! (3.9)

FBn1smAaesil 7 n15¥1 Autoencoder fen15UUUAMUY Manual Tag MSE +
SSIM + TV + VGG16

d1m5u3sUarlEITn 1 sUsuU T Tudfsag g Ineldaunisiavuaiinenaas sl
sufuiisvilbiamilddanueudauindu ladnezilunisandl Loss lilladesas n13
U5UU39lAT985190 1M A1Contrast YN Aedsvesinwalaesin sauluianisuusdiua

waslunisemuin lneausaueuiduaunislasnssaludl

LR 0= = B( X, — X;)° (3.3)
SSIM (X, X) = (X, X (X, X) - s(X. X (3.5)
V- =Sy (= (3.6)
-~ 1 ~
Lvge (X, X)= 5 XL A — O (3.4)
Encoder Decoder
o Spimae | Sapimage | .

' output

i
|
|
I

! I
input | MSE+SSIM+TVHVGG1E |
E 0.740.140.1+0.1
I |
|

1
| ! Measure

Blur image h : Blur image | Performance
|
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A o o ] a{'
AINN 3.8 Iﬂi\?fﬁ'mﬂ']i‘V]']\‘i']ucﬂ'ﬂﬂﬁllﬂ'ﬁVNWﬂJ@WIﬂUﬂWiVI@a@@

NaNNIsHINaaunsatu s dulassasanisinaulassselul

Mnamit 3.8 Wunssimaunsamiieldlunisussuananm eazilnadnsily
finmiideuiuasaniegaariinnuaudninniy
3.2.2 Generative Adversarial Networks: GANs
Tuduvey Generative Adversarial Networks : GANs aggnutanisviiauesnilu 2

LY

dau Ao sitlilunisasrenimmviefizenda Generator uardndufa Discriminator fatiulu
nevisuressantAagyineusuiy fufuitnmesesd 8 adliinisatadeaiiedei
yatoyaiifmua@ai3u91n Generator 9% Random noise u&ANa3an ™ uddslugash
Discriminator 1l8¥1n15m529a0u 1aBagyiin1s Test fuamdiiduninads Aousun
Wisuisuiunmitgnasisduslmidielidhamdudunimaswden mia Ssasdaunis
uaisnseenuuuddelUil

GoPro =l n
images Sample \
\
|
\

Real

\ Discriminator
Network
{ Fake
/
Fake
Generator Y ,_,/
Sample

Latent random variable

AINT 3.9 WANIIBN15MIUVEY Generative Adversarial Networks: GANs

Generator (G): G(z;04) = X (3.8)

AUALA

£ %

G .A® N19E519U0A

Y

Z A9 LAMDTEUNUSUNIUNDUN

DAe ) q

s

6, 8 AmI31Anes
X fg Msaseteyasiegi
Discriminator (D): D(x; 84) — Probability (3.9)

AVUALA
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D fie nMsasaveyasen

Db

x Ao Yeyaldn
6, fo AN

Probability  fie Aaunaz Juidusmetgndeyasis
3.3 Han15InUTEENSAINVRIN N (Measurement Performance)

nasaInbaeaNwuUIElTEnTUNSUSUUTIN ML UAREdaNe3iuves Autoencoder
Waz Generative Adversarial Networks: GAN fg3sn1svnassnanun 8 35 Tudqudiazidu

N39S UNE9IN1TNAEDY NSERAINTIIMES karnISInUsEANS AW
Qdd‘ o
W 1 A1 Autoencoder

Tuittav@unisilassadnewes Autoencoder fiszneauludae nisdnsiannd
8unm (Encoder) a1 neuazuusnmesniluaasdony Mniuhnsandy Uy
(Noise) ﬁagﬂumwaaﬂ wazauailisdusenifieiiu Feature map fiddgvasninly
Mntunstusanmudiadrenwlndfideundniuen ndeintuinisaenstanim
(Decoder) fREn1TulasnWiignLiasia (Encoden Tindulvdvunamingy win3sldnm

HadnsniianNdauTy lneligasildlunismuinanaunisi 3.1-3.3

[
Ya

Tun1snaaesiliiseldliyndoyaves GoPro-Large Fsuvaidunin 2 Uszsianfe Blur
way Blur gamma N1SAUUAAINITIIWOIZAMUAAT Loss Function Lyiniu MSE Ny
ﬁ’wmsﬁayjamwﬁ'ﬁﬁmﬁ"uma Train 97434 2,301 NN 11 Train 99494 50 SeU W& NtiY
WUlipadilaly Test ﬁ’usqﬂsﬁ’agamwmsﬂumﬁ Test $1uu 1,111 7 auldnnradnsTiAn
9nA13viune (Prediction) Ineldinanuszanas 2:35 $alus ndsenduiamilaun s
UszAnBaImueean 51 3 s e ANDRTIAIUA Y N UABF Y QYIUTUNIU: Signal-to-Noise
Ratio (SNR), #11A18A51@I VDI Y QY 1M TUNIUEgA: Peak Signal-to-Noise Ratio (PSNR)
wag InUTEANB AN UNATANIIAIUAIN: Structural Similarity Index Measure (SSIM) lae

a a v ! dy
I1vazdunnenalull

AN 3.2 WEANSHAGNSTLNARINISA 1 N15Y11 Autoencoder

N159AUSEANSNINVRININ
USLLNNVBINTNLUAD R PSNR SSIM

Blur 32.53 22.00 0.771
Blur_gamma 3291 22.20 0.770
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HaawsTLinaINn1Tnaasslaeisnisves Autoencoder az1ddugu (Baseline) Tu

~ ~ o a a U ax A A a3 ax
NS BUNBUNTIAUIEANTAINAUITNIINARRITINADDNII 6 T5
n3INLEA9AT Loss Function WagAN Accuracy MAn1nn1s Train wag Test Tunns

AaIUITN 1
—— Train v A _

Test

0.01 4
25 50
Epoch

1]
AT 3.10 ua@nsA1 Loss Function WagA1 Accuracy ¥89nnUsgian Blur

NAMNA 3.10 WAASIALTAUDINITVINIUIHeA AU WalSuAY Train A1 Loss Tuwsiay
AN LA ALALINUUIN

5OUILITUANAIIUDITOUN 50 A1 Loss tsrasuinilus amdlena
wirldu ludnese Accuracy azillumsamimnugnieseslng

—— Train
Test
/

0.05
-
/

0.03
as |

Loss
{
g

o
Py
Epech

0.01
T T
25 50

Epoch
AN 3.11 waAIAT Loss Function wagm1 Accuracy 9e3nTWUsetav Blur gamma

]

INNINA 3.10 LAaZNINA 3.11 waaelAiiudns 1N 2 Usennilanuadienaa

Y} = A a o a a ] ~ Y Y] A v
Y Lua\‘iﬁ]’mNaVILﬂG]ﬁ]’mﬂ’]iilfﬂUi%ﬁ‘Wﬁﬂ?W‘U@\m’]WW‘i 2 ‘LJi%Lﬂ‘I/]@Jﬂ’J’]@JIﬂaLﬂEI\‘]ﬂu ﬂi’ﬁ/\h/]l@

FeeanunlugUiuull
257 2 n199I1 Autoencoder saufU VGG16
TuAsn1slazldi8n15vauees Autoencoder Wundn Tngagiinmda (Sharp) Au

AMNWLWa (Blur) AN1UNS Encoder hagnseulIuUnNISTUSANINLAY NaUdInInygg 2 Tuda
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Hardun1599uvee VGG16 Munsnidnun dunsull VGG16 aguiasnnlmdu Vector e
o o 1 U 35 = 1 % ﬂl L% 6 Ya

UNUIANUIUNIAT Loss 1ada1ndudedeludanas Decoder tolUasninuaansliduuin
wirtunmngunsiiu lagldansnisAuimues Autoencoder saufuauni1si 3.4 neui

UMD INHAINTUIAUIEANTNINVBININTS 3 A7 (SNR, PSNR, SSIM) Taeddgyilalunas

AuIRIN I Na U

AN 3.3 LAASHAENSAANANITA 2 N9 Autoencoder 57UAU VGG16

N15IAUSZANSAINVDININ
UFELNNVDINTNLUAD SNR PSNR SSIM
Blur 32.55 22.02 0.757
Blur_gamma 31.82 21.65 0.753

N3IMUERSAT Loss Function WagAn Accuracy Min3ann1s Train wag Test U99n1S

7AaIlUITN 2

020 Test Test

07
0.15 4 |
0.6 o

L
/

\ — Train —— Train

Accuracy

Loss

0.1a \ 05

0.05 L 0.4
I

03—
000 T i} 25 50

o 23 50 Epoch
Epoch

AN 3.12 L@nIAT Loss Function azmn Accuracy Y84 NUSELAN Blur 999071591

Autoencoder 5aunU VGG16

INAINT 3,12 NI INALAAIAT Loss HanaIvianIs Train wazn1s Test taedlan Loss
WA 0.051 wansinnanilaazdimlnaAgsnuiuanintu drulunsamaes Accuracy asdian

Augnsesvalinafiagn 0.721
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0.0

— Train

———

Test

T
[+]

T v
25 50
Epoch

55

%
Epoch

AN 3.13 LEAIAT Loss Function WazA Accuracy 9090 WUsELAN Blur_gamma lng

19019911 Autoencoder 573U VGG16

INNINA 3.13 NSINNWEAIAT Loss 1ila Train Model laUssuusoun 18 wanaly

wiunnsmiuunltvanasauriiliian Loss 98seing 0 - 0.5 wagludmuwesnsin Accuracy f

danalviAnaugnaesvedliinaegsynine 0.7 - 0.8

339 3 M990 Autoencoder #78 MSE 71U SSIM

TuAsSnstazlgnsmruamfentukuy Customized Loss biBUSUAINISIHNDSUD

MSE Tagtis@an SSIM wuntelunisaiudn kazldns 1rilaumulgaudin1snaasdtay

Weighting Wanidniiieu§uliiad Loss anas %amﬁﬁﬁqﬂﬁa MSE = 0.8 uwag SSIM = 0.2

AouNazdll Train Model Ingliidansn1sAIUINAINALNITA 3.6 WL 1UITARANS

naansnlanamalUil

AN5197 3.4 HAANSTLAIINNITNAADINWATNISNAFDIN 3 728 MSE + SSIM

AN5IAUIZEANSAINVBININ
UISLNANVBINTNLUAB SNR PSNR SSIM
Blur 31.87 21.71 0.742
Blur_gamma 31.67 21.57 0.763

NIMERIAI Loss Function WazAl Accuracy MANINAT Train way Test VOINT

19809359 3 IngldnnuseLnn Blur



Loss
=
[=]
@

T
o

v
25
Epoch

— Train

Test

T
50

a

Epoch

AT 3.14 WansA1 Loss Function wagan Accuracy 9890 MNWUIZENN Blur Imanns

ANMUAAT MSE wag SSIM

ISP

1NAINT 3.14 N5 LEAIAY Loss VININWUTLLAN Blur ¥lAAuI1A1 Loss fiAn
ANAIRNUAINU TUN1T Train N19Ue 50 58U M TEa91UUNTST Train U1nTud kil luuiien
Loss Azanadat Wiltud1Ay dmsunfiuanian Accuracy wandliliuAIAI1NgNABIT0

n135 Train Model @slun1svaaesiiazdinwiliuasdnidng Train NN

n3miansAT Loss Function WagA1 Accuracy NAA1NN1T Train wag Test Y0INIT

npaesluisy 3 Iagldnmuszian Blur gamma

— Train M e
s000 Test A

4000

2000 5
w E

Los:
o

2000 a5

1000

o i

T T T o E) =
] 25 50 Evach
Epoch

AN 3.15 wansAn Loss Function LazA1 Accuracy 9030 W U3skav Blur gamma lng

A1SMUUAAT MSE hag SSIM

£

::4' ] A A g vax = ] =~
INNINN 3.15 N5I1NAT Loss Nﬂ’la@a\‘imdﬂnﬁﬂ’ﬁwmamLL‘U‘U‘L! FIUAN Accuracy by

ANUYNABIRtlaAaegluTEAUAT
707 4 N3 Autoencoder fgl MSE 53uiU Total Variance (TV)

TS nstazlgnismruaefeangukuy Customized Loss biBUSUAINISIINDSUD

MSE uaga1 Total Variance (TV) #3n15naaesilag Weighting uninlvidaiuauna ey
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e Loss anas @eAnniusulaniandie MSE = 0.8 uag TV = 0.2 neuiiazuily Train Model

IPgLialEnINITAUIUAINANNITA 3.7 [WINRsanunsanansuainslanadeluil

M15197 3.5 wadnsTlEa1nISg 4 §98 MSE + Total Variance (TV)

159U T2 ANSN TNV ININ
UIENNYBINTNLUAD SNR PSNR SSIM
Blur 14.05 12.76 0.575
Blur_gamma 13.99 12.57 0.561

N3INLEAIAT Loss Function wagA1 Accuracy MARANNS Train wag Test U84013

N0aa9luIsy 4 leelgnnwuseLnn Blur

2500

2000

1500

Loss

1000

—— Train
Test

o 25
Epoch

50

\

AT 3.16 L@nsA1 Loss Function wagA1 Accuracy U990 1WUIELAN Blur laenisnis

AvUAAT MSE tag Total Variance

N5 IMLLARAT Loss Function wagAl Accuracy MtAA1NNNT Train wag Test U09A1T

naaedluisn 4 Ingldnwysginn Blur_gamma

2500

2000

1500 4

Loss

1000 4

T T
] 25
Epach

— Train
Test

T
50

AN 3.17 LansAn Loss Function WagA1 Accuracy 9090 WUszLAY Blur_gamma lng

ANSNIUAAT MSE way Total Variance



%%171' 5 A5 Autoencoder A8 MSE 59uRU SSIM wag Total Variance (TV)
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ax & v ° ! Iy . P Yl a ¢
Iuaﬁﬂqﬁuﬁ]giﬂﬂqiﬂ?ﬂu@ﬂ’]ﬁﬂﬂsﬁULLUU Customized Loss [WaUsUATNWISIULHDIVUD

MSE 3357379 SSIM wazA1 Total Variance (TV) lun1snaasaiiay Weighting inwiinled

muaLAa Liavinliid Loss anas GeariiuuldAnanfe MSE = 0.8 SSIM = 0.1 TV = 0.1

Aouaztly Train Model lagldansnsAuiaanaunisn 3.5 - 3.7 Winn3eaunsauans

NaansnlanmalUil

M5197 3.6 HASNSTLEA1NISN 5 $18 MSE 21U SSIM wag Total Variance (TV)

159U ANSAINVDINN
UFELNNVDINTNLUAD SNR PSNR SSIM
Blur 10.26 11.36 0.600
Blur_gamma 11.07 12.76 0.609

n3mliansAT Loss Function WagA1 Accuracy AAR1NN1T Train uag Test Y0IAIT

19a09buIsN 5 meldnwusewnn Blur

5000
4000
3000
w
wn
2000

1000

o — — —
T T

'] 25
Epoch

— Train

Test

—
30

o

2
Esoth

— Tain
Tzt

N7 3:18 WansA1 Loss Function wagA Accuracy 983n11UsEiaN Blur laen1s

AMUAAT MSE 1ay SSIM way Total Variance (TV)

N3INLLERIAT Loss Function wagA1 Accuracy MAAIINNNT Train wag Test U84AT

naaesluIdsn 5 lagldn sz Blur gamma
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2000

1500

Loss

1000

o - —

T
o

T
25
Epoch

— Train
Test

T
50
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e

25
Fpach

AN 3.19 LEAIAT Loss Function WazA Accuracy 9090 WUsELAN Blur gamma lne

ANSAUAAT MSE wag SSIM wazTotal Variance (TV)
337 6 M5v Autoencoder #ag MSE 5afU SSIM wag VGG16

Tuisnsiarldnsmmunaileifunuu Customized Loss tieuSurmnsniiwesvos
MSE §95271 SSIM uazAn VGG16 lunsnaaesiiay Weighting ﬁgﬁwﬂfﬂiﬁﬁmmauqa e
yilvien Loss anas Faeniiusuldffianfio MSE = 0.8 SSIM = 0.1 VGG16 = 0.1 Aeuflaztily
Train Model Ingldgnsnisauiaainaunisi 3.4 saufu 3.5 wag 3.6 Wunsaufuds

ANUNTOLANINRANS AT IRl UT

M9197 3.7 HadNSTLEAnTEN 6 828 MSE + SSIM +VGG16

N15AUSZANSAINVDININ
UFTNNVDINTNLUAD SNR PSNR SSIM
Blur 32.64 22.06 0777
Blur_gamma 31.84 21.66 0.766

N3INLERSAT Loss Function LagAa Accuracy Min3annas Train Wag Test U99A1S

NAaa9luIsT 6 welannusewny Blur

20

15

Loss

05

Epoch

Train
Test

T
50
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AT 3.20 WAAIAT Loss Function Wagen Accuracy 9890 MNWUTLLAN Blur laanns
AMNUAAT MSE uag SSIM wagVGG16

n3mliansAn Loss Function WazA) Accuracy AN Train wag Test ¥0INIT

naaesluisn 6 lagldanyszian Blur gamma

Loss.

0.8
| — Train — Train

| Test Test
2.0 074 /M/./\

1.5 0.6

Accuracy

1.0

0.4+ ‘__/__/W‘/
X e
y
A 0.3 4 /

T T T T T T
0 25 50 o 25 50
Epoch Epoch

A9 3.21 waneAn Loss Function wagAn Accuracy 993019UsEkAn Blur_gamma

TAgN1SANUART MSE wag SSIM wazVGG16
337 7 m15%h Autoencoder §28 MSE 521U SSIM 52U TV Way VGG16

TuAsSnstazldn smruamnentukuy Customized Loss WIBUSUAINISIHNDSUD

MSE F959u919 SSIM, TV wazfn VGG16 lun1snaassfias Weighting Umdnlviinuauna

iievihlyien Loss anas Berniiusuldfiande MSE = 0.7 SSIM = 0.1 TV = 0.1 VGG16 = 0.1

Aounazuly Train Model lngldgmnsnisAiuiniainaunisi 3.4, 3.5, 3.6 Wag 3.7 101

SUAUFIEUITALAAINAANTN L AG Il UT

M5197 3.8 NadNSTLEa1NISA 7 828 MSE + SSIM + TV + VGG16

N1590US28NSATNVININ
UITLANVDINTNLUAD SNR PSNR SSIM
Blur 15.14 15.79 0.633
Blur gamma 1547 16.05 0.689

N3INLEAIAT Loss Function kazAd-Accuracy NAnN1ANIS Train wag Test 184013

NaaadluIsn 7 Wnglanwusswan Blur
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B rain
—— Train st

2.01

154

Loss

1.0 1

0.5 4

T T T 1)
0 25 50 Epoch
Epoch

AT 3.22 WARSAN Loss Function Wagen Accuracy 984n1nUsgian Blur lagnsyvin

ANMUAAT MSE 547U SSIM wag TV way VGG16

n3IMUEASAT Loss Function WagAT Accuracy Min3annis Train wag Test U99A1S

naaesluisn 7 TagldnwuszLan Blur gamma

- ain
—— Train Test

Test 08

1.5 4

Loss

1.0

0.5

—

T T T
0 25 50
Epoch

A 3.23 uAAIAN Loss Function LazA1 Accuracy U090 WUs209 Blur_gamma lag

epoch

ANSNIUUAAT MSE 5708AU SSIM ag TV way VGG16
"3%171' 8 N1SNRARINIE Generative Adversarial Networks: GANs

A1n¥uasnistiazlddisnisues GANs Tagnisyinaudnuieaniu 2 d1u Asn15asiy
A1 Generator Wag N15WAUIEAIN Discriminator [Wunantiuildlun1sneaase #9015

nnaestilnliynioyaras GoPro-Large WuAeiu
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A15197 3.9 NAANSNEAINITN 8 A8 GANS

n133aUszaANSAINYRINN




uni 4

NaN15798

NMseenwuuIaNITITElugYLUUA1e Tuuni 3 Fedanalvdmanis3ideunsigay
Tuund 4 wazluuniaglaesurstananisiseluidnisdiey saudsaudululanasdamald

[y

SRR

)

153 Inedsuazdansasaluil

4.1 NANSIAYAWIaND3NUVEY Autoencoder Tugunuunngg Auamuszny Blur
lun130enkuUIENTITumeTan1561e lngldyntaya (Dataset) 109 GoPro-Large

%qﬁgULLUUGUQQﬂwsLuaa 2 Uszian Usenaueie Blur wag Blur_gamma ﬁﬂﬁ?uﬁqmmmaqﬂ

HAMTITNTENienun 8 35 utseenidunisdhstauusalulif (Autoencoden) S1uau

7 3% wag n13vi Generative Adversarial Networks: GANs 91121 1 3% @efis1aziden

fasialuil

A51971 4.1 UARSHANTVIAABIA NS INTTALUUSHLULR (Autoencoder) S1uu 7 38 AU

AwdszLan Blur

35ildnmaans Blur SNR | PSNR | SSIM | Time
37 1 Autoencoder 3253 | 2200 | 0771 | 210
337 2 Perceptual (VGG16) 3182 | 2165 | 0753 | 250
337 3 MSE + SSIM 3187 | 2171 | 0742 | 228
337 4 MSE + Total Variance (TV) 1405 | 1276 | 0575 | 3.30
337 5 MSE + SSIM + Total Variance (TV) 1026 | 1136 | 0600 | 2.45
337 6 MSE + SSIM + VGG16 32.64 | 22.06 | 0.777 | 3.16
87 7.MSE + SSIM + Total Variance (TV) +VGG16 | 15.14 | 1579 | 0633 | 452

ANH15199 4.1 Laselirudsuadnsniiaadslundaz a1 ureIn1snenasdiaazis

Taelgnnuseenn Blur

MnArTIsaTURan1TITeiiianntseenuuy Ineldisnasidrsadalusa
(Autoencoden) lunsazuuufunamyszinn Blur nuianiseenwuuludsy 6 geldldnag
UFuusadn Loss function agiaun1svesan MSE 534U SSIM kae VGG16 avinanusidiu
Fadmalinmuadnsienuandanndiseug dethnmuadnsilduuieuieuduidsnms

insvadnluliRuuuUnAnsaInaeifiugIu (Base line) lunsinUsedvzninvesnm
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AINNITDNLUUNITIVEAIENITITHALUUTALULRA (Autoencoder) 1aiinnsg
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ag

DNl Loss Function Accuracy
MSE + SSIM + VGG16 \ — mn * =
2 10 1 H
iy ,
“_‘—\__7\— e e—
‘ o 2
MSE+SSIM-+ — —=
TV+VGG16 . SN

evach
A9 4.1 nFIMUERAIAT Loss function WazA1 Accuracy U84N1SNAABILARZLUUIDININ

UseLan Blur

4.2 HaN133A8A8 AN 3NNV IN T AR UUINLULR Autoencoder Tusuuuunngg

nuawUszian Blur_gamma

1NN1590NLUULA U9 aN 03N UYBINISHUIS VAL UUTMIULRA (Autoencoder) 1ag
W lgivgatayaves GoPro-Large wagldninyuseinn Blur_gamma lun1snaaes 39

anunsoasunalasssialuil

ANSN9N 4.2 AASHANISNAABINANINSVABUUDALULR (Autoencoder) 31UU 7 35 AU

AwUdseian Blur gamma

35iildmaaas Blur_gamma SNR | PSNR | SSIM | Time
ﬁﬁﬁ 1 Autoencoder 3291 22.20 0.770 2.26
337 2 Perceptual (VGG16) 3255 | 2202 | 0757 | 259
387 3 MSE + SSiM 3167 | 2157 | 0763 | 233
387 4 MSE + Total Variance (TV) 1399 | 1257 | 0561 | 3.45
3391 5 MSE + SSIM + Total Variance (TV) 11.07 | 1276 | 0609 | 256
339 6 MSE + SSIM + VGG16 31.84 | 2166 | 0766 | 3.30
387 7 MSE + SSIM + Total Variance (TV) + VGG16 | 1547 | 1605 | 0689 | 5.12
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NA5agUnanIsIdeNiinainniseeniuy laeldignisidsiadnluda
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PANFA1991NAINUSEAN Blur 39V lvinadwsilalundu

nan1seantuulun1sidetinisidseuliisuan Loss wag Accuracy MAndulunis

Sousiiieasialung Usenn Blur_samma laeiiseazidendiasaluil
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ad

v .
DNy Loss Function Accuracy
MSE + SSIM + TV 2500 ey = Py
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AT 4.2 nFLERSAT Loss function WagA1 Accuracy 184n1SVIARBILAaZLUUTDINN
Usglan Blur_gamma

4.3 NAINNITBBNWUUAILDANDINAUVDY Generative Adversarial Networks: GANs

TudInv89nN1598NLUUNITIIEAI8 Generative Adversarial Networks: GANs udn
1 FitldeonuuvsnidielilunisUSuussamlivssansninddu tnolgedeyaioatusy
nMsVnasdie 7 38 deuadnsilsldduiewssuiisuiuniwvastnilunsarUssinm e
@i saazulndni8nasuSudgenInee Generative Adversarial Networks: GANs bl
anunsnU it wrean mludnuazuuuild TenadnsilideTause Avininaeanin
TaudiA1 SNR, PSNR way SSIM 111U 11.64, 11.70, 0.580 a1ua1su waglyiianluns

Ussananauseunad 4-5 Flag dnnadavinlininnaans iiflaueuds Wawisuiuisnisves

Autoencoder

1NNI5DBNBUUNITIVYAILDANDINUNG 2 WUU bAANITYIN Autoencoder has

Generative Adversarial Networks: GANs @sl¢n15eenuuuiianua 8 35 laeldyadeya
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GoPro-Large Fautanmdu 2 Ussianléiud wuu Blur wae Blur_gamma wuii 35n15nnass
Tneld Autoencoder fifinsUSuAINTITEImasHI8159 Custorized loss function Tagtin
#1N15V09AT Mean Squared Error (MSE) %1192u5211U SSIM wag VGG16 laeldnns Train
$1uau 50 59U amnsnanAINIUABYBIANlgINTY Baseline BslHlFRruANUTELAM Blur

TnadAn SNR, PSNR kag SSIM iU 32.64, 22.06, 0.777 AUa16U hazldianuseuin

a =

3.16 U9 F90oI89kEIAUIULN

4.4 MNNAANSNNNINNISTIEDaNaSHALTG 2 wuU aeldn1nyi 2 Usswam

ANHATNSALNAINNITDBNLUUNITIFLAILDANDSTU 2 A5 IUIUNIVUA 8 35 91N

AwUszean Blur Inelenis Train 97473U 50 SU

Blur image Autoencoder (MSE)

MSE + TV MSE + SSIM + TV

MSE+SSIM+TV+VGG16 GANs

P v sal Y  ac 1 Y]
AINN 4.3 NAANINNIUNIINAABINIYITATINNE) AUNNUTELAN
Blur
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ANKNAANSTLNAIINNITOBALUUNITIVYAILDANDINU 2 35 IUIUNINUA 8 35 97N

AnUszLam Blur_gamma laglgnis Train §9u2u 50 589U

Blur image Autoencoder (MSE)

MSE+SSIM

MSE + SSIM + TV

MSE + SSIM + VGG16 MSE+SSIM+TV+VGG16 GANs

s 1 %

AT 4.4 NOANSTINIUAITNAABINIETENITAN AUNINUITZLAY
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d3Una afiusiena wasdaiauauue

MsIeiEes NMsanaATINaaYeIn N 1 Jun15398139Mnans (Experiment Research)
Tngadstundfielidmiunisusuusanmisianuivasanaauasdaudaauunniu dadu
n15U38nANITNIUYBINITT8USITIAN (Deep learning) N15UTEUIANANIN (Image
Processing) wae Perceptual VGG16 S1uAUN1500nuLUUSanasfiufidlasadenisviieu
delsianusaanauiuastesnm uasiialinnasniuiiGeuiosud luunimeasuna

aAusena AyuaraUassrlun1satiuau naenIutoauawlgdneY Awolull
5.1 d3Una

Tunmsidefiaseasunanmaaeseenidu 3 du TnefseasBendwiolud
1. sunsliyndeys
Tunsideilfidonldyatoyanamun 3 4 Usznoudie GoPro-large, Real-world
uay Kohler usllileaainyadeyaves Real-world wag Kohler Siumusvasninsgnizanm
\waa (Blur image) fun nda (Sharp image) lusssfuisldanunsothuiyssaanannle 9
nnmmaaedlunareBiilenuszansamussnmainuansq Sudh wuindaedegenie
wassasguanniAull Weanateifieats Iuhlimauigadeganminiunidsiumsl
n3afiu desudaiilildannsihgadeyarsaoseduildlunisideld
fedulunnsvaaowmaennisiteiiesmaanainuiuaetasn i (Image debluring) 3
Fonldyndayaues GoPro-Large itsyaidien duduyaiidoyanmiuiumnn Taesiduoy
9,642 am Wuseenidu 2 Usginn Ao Blur war Blur gamma Bniadautseanibuyadoyad
1@ nsunis Train 6,309 A LLazﬁqWﬁazﬁamﬁﬁm%’umi Test $7UM 3,333 NN FaTuFa
annsanaldlunisddela
2. NT0BNKUUNTNIAAEY
dmFuaiseenuuunasnaaoslunisifedlilisanasiiundng og 2 1370
Autoencoder iaz Generative Adversarial Networks: GANs Tagiuinisnaassoonilu 8
75 Faltdanesfiuves Autoencoder S110u 7 38 Usznaulusae
-39 1 Autoencoder
~ 337 2 Perceptual (VGG16)
- 3B 3 MSE + SSIM

- 337 4 MSE + Total Variance (TV)
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- 337 5 MSE + SSIM + Total Variance (TV)
- 331 6 MSE + SSIM + VGG16
- 3’5“171| 7 MSE + SSIM + Total Variance (TV) + VGG16
INNITOONLUUAITNAGDIAILOANDINNYDY NI5LINTWaDRLUITR (Autoencoder)
anusnanAuiuaseIn Nl A Ruas T sy B maetu dandBnslunsusuussnmingld
Sane3Tiuvas Generative Adversarial Networks: GANs 1{u3ait 8 Hu wuindanesiuissll
ansnsnUFuUgsnmlmnuendatuld

3. wanleanNn1sIde

oA

ao aw Y o o= =2 Y v an aa
NNIseRnLuUIENTITelaslddanesiiu 2 wuu Favisnuavs 8 35 wudi 359 6
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o w
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= a 1 :-J/
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2. MsUszanana Tunsldasesreuminesiunisuseiianatiu @1usunisii Image
Processing 31U ueag198iagaaldiniosauiinesnnisussuianade uilun1sideil
didulaltiasesnivseaniamueanieligine lneidelaldinsesnauiiames Notebook
53 UUUURNISHUY Mac OS Fsfisneazidanassoluil CPU : 2Ghz Quad-Core Intel Core
i5, Graphics Intel Iris Plus Graphic 1,536 MB, Memory : 16 GB &slun1suszuianadstini
Yy A O % a | A o a v & & yee
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