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บทคัดย่อ 

  
ข้อมูลภาพเป็นข้อมูลท่ีมีความสำคัญในปัจจุบัน จะเห็นได้ว่าแพลตฟอร์มทุกแพลตฟอร์ม

มีการนำส่วนข้อมูลภาพมาใช้เป็นส่วนประกอบ ดังนั้นข้อมูลภาพจึงจำเป็นสำหรับข้อมูลท่ีมีริชคอน
เทนท์ (Rich Content) ในการนำมาใช้ประโยชน์ในหลายๆ ด้าน ไม่ว่าจะเป็นการนำมาใช้ในการ
ตรวจสอบข้อมูลจากกล้อง การตรวจสอบภาพวิดีโอ บ่อยครั้งท่ีข้อมูลเหล่านี้ไม่สามารถนำไปใช้ได้
โดยตรงหรือใช้ได้งานได้อย่างมีประสิทธิภาพและถูกต้อง  เนื่องจากปัญหาของคุณภาพของภาพ 
(Image Quality) ซึ่งอาจจะประกอบไปด้วยหลายสาเหตุ เช่น ภาพท่ีถูกบิดเบือน ภาพท่ีโดนทำลาย 
ภาพท่ีเกิดจากการบีบอัดและภาพเบลอ  ปัญหาเหล่านี้มักจะพบในภาพนิ่งและภาพเคล่ือนไหว 
โดยท่ัวไปแล้วภาพท่ีเกิดในลักษณะนี้จะเป็นภาพท่ีมาจากกล้องวงจรปิดหรือกล้องถ่ายภาพนิ่งเป็นหลัก 
ซึ่งสาเหตุท่ีทำให้ภาพจากกล้องวงจรปิดไม่มีความคมชัดจะมีข้อจำกัดในหลายรูปแบบ  ไม่ว่าจะเป็น
คุณภาพของกล้องวงจรปิดท่ียังคงใช้ระบบเก่า มีความละเอียดต่ำและมีจำนวนพิกเซลน้อย ระยะโฟกัส
ของกล้องและจุดท่ีติดต้ังไม่มีความสัมพันธ์กัน สภาวะแสงน้อย หรือ Shutter Speed ต่ำ การบีบอัด
ไฟล์ภาพเพื่อประหยัดพื้นท่ีในการจัดเก็บ อีกท้ังยังต้องเปิดทำงานงานตลอดเวลา รวมไปถึงการปรับ
ความสมดุล (Balance) ระหว่างจำนวนเฟรมต่อวินาทีและระยะเวลาในการจัดเก็บ จากข้อจำกัด
ดังกล่าวจึงส่งผลให้ภาพท่ีได้ไม่มีความคมชัด 

สำหรับงานวิจัยนี้จึงได้ปรับปรุงภาพเบลอให้มีความชัดเจนและสามารถนำภาพเหล่านั้น
กลับมาใช้งานได้อีก โดยมีวัตถุประสงค์ท่ีจะปรับปรุงภาพเบลอท่ีเกิดจากการส่ันให้มีความคมชัดด้วย
วิธีการประมวลผลภาพผ่านกระบวนการเรียนรู้เชิงลึก (Deep learning) โดยใช้อัลกอริทึมของการ
เข้ารหัสอัตโนมัติ (Autoencoder) และ Generative adversarial Networks (GANs) เป็นโครงสร้าง
หลักในการวิจัย ซึ่งใช้ชุดข้อมูล 3 ชุดประกอบด้วย GoPro-Large, Real-world และ Kohler ซึ่ง
อัลกอริทึมของการเข้ารหัสอัตโนมัติ (Autoencoder) สามารถปรับภาพให้มีความเบลอลดลงและทำ
ให้ภาพคมชัดขึ้น โดยเมื่อนำมาวัดประสิทธิภาพของภาพจะมีค่า SNR, PSNR และ SSIM เท่ากับ 
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32.64, 22.06, 0.777 ตามลำดับ ซึ่งสูงกว่า Baseline อย่างมีนัยสำคัญ 

 
คำสำคัญ : การเข้ารหัสอัตโนมัติ, การลดความเบลอของภาพ, ภาพเบลอ 
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ABSTRACT 

  
Pictorial information is important nowadays since every platform 

incorporates pictorial information as a component of the platform. Therefore, image 
data is essential for rich content and beneficial in various aspects, whether checking 
data from the camera or inspecting the video image. Often, this data can't be directly 
or efficiently used due to problems with image quality, which can stem from various 
causes such as distorted images, destroyed images, compressed images, and blurred 
images. These problems are commonly encountered in both still and moving images. 
Generally, images like these originate from CCTV or still cameras. The reasons for 
poor clarity in CCTV images can stem from various limitations, including outdated 
CCTV systems with low resolution and fewer pixels, unfocused camera distances and 
placements, low lighting conditions, slow shutter speeds, image file compression to 
save storage space, continuous operation at all times, balancing between frames per 
second, and storage duration. These limitations result in images lacking sharpness.  
          Thus, this study attempted to improve blurred images to enhance their 
clarity, making it possible to reuse these images effectively. The objective of this 
study was to improve blurry images caused by shaking through image processing 
using deep learning methods, employing Autoencoders and Generative Adversarial 
Networks (GANs) as the main structure of the research with three datasets: GoPro-
Large, Real-World, and Kohler. The autoencoder algorithm successfully reduced 
blurriness in images, enhancing their clarity. When measuring the image performance, 
it has SNR, PSNR, and SSIM values of 32.64, 22.06, and 0.777, respectively, which are 

 



 

 

  ช 

significantly higher than baseline. 

 
Keyword : Auto-encoder, Image deblurring, Blur image 
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กิตติกรรมประกาศ 
  

วิทยานิพนธ์เรื่อง "การลดความเบลอของภาพ" ฉบับนี้ สามารถพัฒนาจนสําเร็จลุล่วงไปได้
ด้วยดี โดยได้รับการดูแลเป็นอย่างดีจาก ผศ.ดร.พัฒนพงษ์ ชมภูวิเศษ ซึ่งเป็นท่ีปรึกษาโครงการวิจัยและ
กรุณาส่ังสอน ให้คําแนะนํา ให้คําปรึกษา และช่วยชี้แนะแนวทาง รวมถึงการตรวจทานแก้ไขข้อบกพร่อง
ต่างๆ ในการค้นคว้าหาความรู้ เพื่อนํามาใช้ในการเขียนโครงการวิจัยฉบับนี้ ผู้จัดทํารู้สึกซาบซึ้งในความ
กรุณาและอนุเคราะห์จากท่านอาจารย์ท่ีปรึกษาเป็นอย่างมาก และขอกราบขอบพระคุณคณะกรรมการ
สอบทุกท่านท่ีให้คําแนะนํา รวมไปถึงข้อเสนอแนะต่าง ๆ 

ขอขอบพระคุณ คุณพ่อ คุณแม่ ญาติพี่น้อง รวมถึงเพื่อนๆ พี่ๆ และน้องๆ ทุกคน ท่ีได้ให้ความ
ช่วยเหลือพร้อมท้ังให้คําแนะนํา และเป็นกําลังใจทุกๆ  อย่าง ให้สามารถดำเนินการในการทำ
โครงการวิจัยนี้ นอกจากนี้ผู้จัดทําขอขอบพระคุณคณาจารย์ในภาควิชาวิทยาการคอมพิวเตอร์ทุกท่าน ท่ี
ได้ให้ความรู้ คําแนะนํา ท่ีสามารถนํามาปรับใช้ในระหว่างท่ีกําลังศึกษาเล่าเรียน ตลอดจนการนำไปใช้
ประโยชน์ในการทํางานต่อไป อีกท้ังโครงการวิจัยนี้ยังได้รับทุนสนับสนุนงบประมาณจากสำนักงาน
พัฒนาวิทยาศาสตร์และเทคโนโลยีแห่งชาติ (สวทช.) และมหาวิทยาลัยราชภัฏสุรินทร์ท่ีมอบโอกาสดีๆ 
อนุญาติให้ได้มาศึกษาต่อ สุดท้ายนี้ผลท่ีได้รับและคุณค่าต่าง ๆ รวมไปถึงประโยชน์ท่ีเกิดขึ้นจาก
โครงงานวิจัยฉบับนี้ ผู้จัดทําขอมอบแด่ผู้มีพระคุณทุกท่าน 
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บทท่ี 1 
บทนำ 

1.1 หลักการและเหตุผล 
ข้อมูลภาพนับได้ว่าเป็นข้อมูลท่ีมีความสำคัญในปัจจุบันอีกอย่างหนึ่ง ซึ่งจะเห็นได้ว่าหลายๆ 

แพลตฟอร์มจะมีการนำส่วนข้อมูลภาพมาใช้เป็นส่วนประกอบในการนำมาใช้ประโยชน์ได้หลายๆ ด้าน 
ในการวิจัยนี้ได้แบ่งภาพออกเป็น 2 ประเภท ได้แก่ ภาพเคล่ือนไหวท่ีได้จากกล้องวิดีโอหรือกล้องวงจร
ปิดและภาพท่ีได้จากการถ่ายภาพนิ่ง ซึ่งหากนำมาใช้ในการตรวจสอบภาพวิดีโอหรือการตรวจสอบ
ข้อมูลจากกล้อง บ่อยครั้งท่ีข้อมูลเหล่านี้ไม่สามารถนำไปใช้ได้โดยตรงหรือใช้ได้งานได้อย่างมี
ประสิทธิภาพและถูกต้อง เนื่องจากปัญหาของคุณภาพของภาพ ( Image Quality) ไม่ดีเท่าท่ีควรจึง
อาจจำไปใช้งานได้ไม่เต็มท่ี ซึ่งอาจจะประกอบไปด้วยหลายสาเหตุ เช่น ภาพท่ีถูกบิดเบือน ภาพท่ีโดน
ทำลาย ภาพท่ีเกิดจากการบีบอัดและภาพเบลอ ปัญหาเหล่านี้มักจะพบในภาพท่ีได้จากกล้อง DSLR, 
กล้องมือถือ และภาพเคล่ือนไหวหรือวิดีโอท่ีมีอัตราเฟรมต่ำ [1] โดยท่ัวไปแล้วภาพท่ีเกิดในลักษณะนี้
จะเป็นภาพท่ีมาจากกล้องวงจรปิดหรือกล้องถ่ายภาพนิ่งเป็นหลัก 

ภาพเคล่ือนไหวหรือภาพจากกล้องวงจรปิด ซึ่งสาเหตุท่ีทำให้ภาพไม่มีความคมชัดจะมี
ข้อจำกัดในหลายรูปแบบดังนี้ ประการแรกเกิดจากคุณภาพของกล้องวงจรปิดท่ียังคงใช้ระบบเก่า มี
ความละเอียดต่ำและมีจำนวนพิกเซลน้อยจึงทำให้ภาพท่ีได้ไม่มีความคมชัด ประการท่ีสองระยะโฟกัส
ของกล้องและจุดท่ีติดต้ังไม่มีความสัมพันธ์กัน เช่น อาจจะติดต้ังในตำแหน่งท่ีย้อนแสงหรือมีแสง
สะท้อนเข้าไปได้น้อยจึงทำให้ภาพออกมามีคุณภาพไม่ดีหรือเบลอได้ ประการท่ีสามเกี่ยวกับการ
เคล่ือนไหวท่ีมีความสัมพัทธ์ระหว่างการเปิดรับแสงอาจจะอยู่ในสภาวะแสงน้อย ของกล้องกับฉากท่ีมี
การเคล่ือนไหว [2] หรือ Shutter Speed ต่ำ โดยท่ี Sensor จะเพิ่มค่า Shutter Speed เพื่อรักษา
สภาพความสว่างของภาพ จึงทำให้เกิดสภาพ Motion Blur ทำให้ความชัดลดลง ประการท่ีส่ีเกิดจาก
การบีบอัดไฟล์ภาพเพื่อประหยัดพื้นท่ีในการจัดเก็บ อีกท้ังยังต้องเปิดทำงานงานตลอดเวลาจึงทำให้
คุณภาพของภาพท่ีได้ไม่มีความคมชัดเท่าท่ีควร และประการสุดท้ายคือการปรับความสมดุล 
(Balance) ระหว่างจำนวนเฟรมต่อวินาทีและระยะเวลาในการจัดเก็บ ซึ่งอาจจะมีการปรับลด – เพิ่ม
บางอย่างใน Databases ให้สามารถท่ีจะบริหารจัดการได้ จากข้อจำกัดดังกล่าวจึงส่งผลให้ภาพท่ีได้
ไม่มีความคมชัด 

นอกจากนี้ไฟล์ท่ีได้จากการบันทึกของกล้องวงจรปิดจะมีขนาดใหญ่ ซึ่งจำเป็นท่ีจะต้องบันทึก
ลงในหน่วยความจำท้ังหมด จึงทำให้พื้นท่ีในการจัดเก็บข้อมูลไม่เพียงพอ อย่างไรก็ตามในการ
แก้ปัญหาของผู้ดูแลระบบแต่ละท่ีอาจจะถูกกำหนดให้มีการลบข้อมูลออกจากหน่วยความจำทุกๆ 1, 6 
หรือ 12 เดือนต่อครั้ง เพื่อเพิ่มพื้นท่ีในหน่วยความจำให้กลับมาใช้งานได้อีก ดังนั้นภาพได้จากกล้อง
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วงจรปิดจึงถูกลดคุณภาพของภาพลงโดยใช้วิธีการบีบอัดและลดค่าความละเอียด เพื่อให้สามารถเก็บ
ลงในหน่วยความจำได้จึงทำให้ภาพท่ีได้ไม่มีความละเอียดและคมชัด จากรายละเอียดดังกล่าวภาพท่ี
ไม่ชัดนั้นอาจรวมไปถึงการโฟกัสภาพจากกล้องในบางมุมไม่ดีจึงส่งผลให้ภาพท่ีได้กลายเป็นภาพเบลอ 
เช่น ภาพจากกล้องวงจรปิดเมื่อต้องการตรวจจับส่ิงผิดปกติในบางจุดหากซูมเข้าไปแล้วจะพบว่าภาพ
เหล่านั้นไม่มีความคมชัดทำให้ไม่สามารถเห็นความผิดปกติท่ีต้องการได้ 

ภาพนิ่งเป็นภาพท่ีได้จากการถ่ายด้วยกล้อง DSLR หรือกล้องมือถือ โดยท่ัวไปแล้วภาพเบลอ
ท่ีเกิดจากการถ่ายด้วยกล้องในลักษณะแบบนี้นั้นจะมีปัจจัยต่างๆ ท่ีทำให้ภาพท่ีได้ไม่มีความคมชัด 
เช่น การขาดโฟกัส กล้องส่ัน หรือการเคล่ือนไหวของวัตถุท่ีเคล่ือนท่ีรวดเร็ว [3] ซึ่งอาจจะเกิดขึ้นได้ใน
หลายๆ งาน เช่น ภาพทางดาราศาสตร์ ภาพจากการสำรวจระยะไกล หรือสถานการณ์ท่ีอาจจะ
เกิดขึ้นได้เพียงครั้งเดียวและไม่สามารถจับภาพได้ชัดเจน ความเส่ือมสภาพของภาพนิ่งเหล่านี้ท่ีไม่
สามารถหลีกเล่ียงได้อาจจะเกิดได้จากหลายปัจจัย เช่น ภาพถ่ายทางการแพทย์ซึ่งจะมีควบคุมระดับ
ความเข้มของรังสีตกกระทบของเครื่องเอ็กซ์เรย์, CT scan, MRI ท่ีใช้ในการรักษาเพื่อหลีกเล่ียงความ
เสียหายต่ออวัยวะของผู้ป่วย ซึ่งภาพอาจจะไม่สามารถนำไปใช้งานได้ในบางส่วน ดังนั้นภาพท่ีได้จึง
จำเป็นต้องใช้การปรับปรุงภาพให้มีความคมชัดมากขึ้นเพื่อช่วยให้แพทย์สามารถนำภาพเหล่านี้ไปใช้
ในการวินิจฉัยโรคต่อได้ [4] 

จากสาเหตุดังกล่าวการลดความเบลอของภาพเริ่มได้รับความสนใจจากนักวิจัยเพิ่มมากขึ้น 
เนื่องจากความสำคัญและการลดสัญญาณรบกวนนี้ได้กลายมาเป็นพื้นฐานท่ีมีความสำคัญของงานวิจัย 
ดังนั้นการปรับปรุงภาพท่ีเส่ือมโทรมให้กลับมาใช้งานได้จึงได้รับความนิยมในการวิจัยมาจนถึงปัจจุบัน 
ด้วยเหตุนี้การฟื้นฟูภาพเบลอใหค้มชัดนั้นจึงถือเป็นความท้าทายพื้นฐานของคอมพิวเตอร์วิทัศน์ในการ
ประมวลผลภาพ ซึ่งวัตถุประสงค์ของการลดความเบลอของภาพ คือการกู้คืนภาพท่ีมีความคมชัดจาก
ภาพเบลอท่ีอินพุตเข้าไปไม่ว่าจะเป็นภาพท่ีเกิดจากการเคล่ือนไหวของวัตถุ ความไม่สมบูรณ์ของแสง
หรือสภาพบรรยากาศ ภาพนิ่งจากการส่ันของกล้อง [3, 5] เพื่อทำให้สามารถนำกลับมาใช้งานได้อีก 
ในยุคแรกๆ ของการปรับปรุงภาพนั้น เกิดจากการ Convolution ภาพชัดกับเคอร์เนล (Kernel) 
เพื่อให้ได้ภาพผลลัพธ์และทราบเคอร์เนลออกมา จากนั้นนำ Kernel ท่ีได้มา Deconvolution กับ
ภาพเบลอ เพื่อให้ได้ภาพท่ีคมชัดออกมา ซึ่งจะใช้วิธีการแบบ Linear และ Non-linear สำหรับการ
ฟื้นฟูและกรองสัญญาณรบกวน (Noise) ออกจากภาพ [5] ซึ่งทำให้ภาพผลลัพธ์นั้นมีความชัดเจน
เพิ่มขึ้นได้เพียงเล็กน้อย และในปัจจุบันนี้ได้มีนักวิจัยท่ีเสนอวิธีการปรับปรุงภาพในรูปแบบต่างๆ ไม่ว่า
จะเป็นภาพเด่ียว ภาพวิดีโอ โดยใช้เทคโนโลยีการเรียนรู้เชิงลึก (Deep learning) เข้ามาช่วยในการ
ปรับปรุงภาพให้ดีขึ้น ด้วยเครือข่ายต่างๆ เช่น U-net, Autoencoder, GAN, Multi – scale Net, 
Reblurring Net และใช้วิธีการจัดการค่า Loss function ให้ลดลงเพื่อนำมาเปรียบเทียบกับภาพ
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ต้นฉบับ อีกท้ังยังสามารถนำไปใช้ได้กับทุกแพลตฟอร์มเพื่อทำให้ความเบลอของภาพลดลงและทำให้
ภาพชัดเจนขึ้นได้ [3]  

จุดเด่นของงานวิจัยนี้จะใช้ความสามารถของอัลกอริทึมของแต่ละวิธีในการประมวลผล จะ
เริ่มต้นจากการแก้ปัญหาภาพเบลอท่ีมีความซับซ้อนและความแตกต่างกัน โดยจะใช้วิธีการเข้ารหัส
อัตโนมัติ (Autoencoder) เข้ามาช่วยปรับปรุงกระบวนการลดการเบลอของภาพให้ดีขึ้น อย่างไรก็
ตามเทคนิคต่างๆ ได้มีการพัฒนาเพิ่มมากขึ้นในปัจจุบัน โดยเฉพาะ CNNs ยังคงใช้งานได้อย่างมี
ประสิทธิภาพ เช่น การสร้างภาพท่ีความละเอียดสูงและการสร้างภาพใหม่ ซึ่งวิธีการเข้ารหัสอัตโนมัติ 
(Autoencoder) กับชุดข้อมูลของ GoPro-large โดยจะนำเอาส่วนของการ Train มาประมวลผลเพื่อ
คำนวณหาค่า MSE โดยใช้วิธีการกำหนดค่า Loss function ในรูปแบบต่างๆ เพื่อทำให้ความแตกต่าง
ระหว่างสองภาพนี้มีน้อยท่ีสุด จึงจะทำให้ภาพผลลัพธ์มีความคมชัดมากขึ้น แล้วจึงนำไปวัด
ประสิทธิภาพของภาพในด้านต่างๆ ซึ่งจะทำให้ค่า SNR, PSNR และ SSIM มีค่าสูงขึ้น 

1.2 วัตถุประสงค์ของการวิจัย 

เพื่อปรับปรุงภาพเบลอ (Blur) ท่ีเกิดจากการส่ันให้มีความคมชัดด้วยวิธีการประมวลผลภาพ
ผ่านกระบวนการเรียนรู้เชิงลึก (Deep Learning) 

1.3 ความสำคัญของการวิจัย 

ภาพเบลอ (Blurring images) เป็นภาพท่ีอาจถูกมองว่าไม่สามารถนำไปใช้งานได้ ปัญหา
เหล่านี้มักเกิดขึ้นกับภาพนิ่งหรือภาพเคล่ือนไหว หากมีความจำเป็นท่ีต้องการนำภาพเหล่านี้มาใช้งาน
มักจะถูกนำมาปรับแก้ในกระบวนการต่าง ๆ เพื่อทำให้สามารถนำมาใช้งานได้ โดยท่ัวไปแล้วข้อมูลท่ี
ได้จากกล้องวงจรปิดเป็นข้อมูลท่ีมีขนาดใหญ่ เนื่องจากมีการจัดเก็บเป็นช่วงของเวลาจึงส่งผลให้ภาพท่ี
ได้มีท้ังความคมชัดและเบลอ ซึ่งปัญหาท่ีทำให้ภาพจากกล้องวงจรปิดไม่คมชัดหรือเบลอนั้นอาจเกิด
จากหลายสาเหตุประกอบด้วย ตัวอุปกรณ์เก่าจึงทำให้มีประสิทธิภาพการทำงานไม่ดี มีความละเอียด
ของภาพต่ำหรือไม่มีความทันสมัย รวมถึงการบีบอัดไฟล์ภาพเพื่อให้สามารถบันทึกลงในหน่วยความจำ
ท่ีมีอย่างจำกัด เป็นต้น 

จากการวิเคราะห์เพื่อหาแนวทางในการแก้ไขภาพท่ีไม่ชัดจากกล้องวงจรปิด พบว่าแนวโน้มท่ี
จะสามารถแก้ไขภาพดังกล่าวได้แบ่งออกเป็น 2 แบบ ได้แก่ ด้านอุปกรณ์ (Hardware) และการแก้ไข
จากไฟล์ภาพ (Image Files) ท่ีได้จากกล้องวงจรปิด จากการวิเคราะห์แนวทางในการแก้ไขท้ัง 2 วิธี 
พบว่าหากมีการเปล่ียนอุปกรณ์ใหม่ ยังคงมีปัญหาท่ียังแก้ไม่ได้คือการติดกล้องในตำแหน่งต่าง ๆ ท่ีไม่
สามารถโฟกัสได้ตรงตามความต้องการ เมื่อติดต้ังแล้วจะไม่สามารถเคล่ือนท่ีหรือปรับเปล่ียนได้ง่าย
และหากติดในท่ีท่ีมีความถ่ีแสงน้อยภาพท่ีได้จะไม่มีความคมชัดเหมือนเดิม 
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จากปัญหาดังกล่าวจะเห็นได้ว่าการไฟล์ภาพท่ีได้จากกล้องวงจรปิดยังไม่มีคุณภาพ จึงจำเป็น
ท่ีจะต้อง ใช้เทคนิคการประมวลผลภาพเข้ามาช่วยปรับปรุงคุณภาพของภาพเพื่อทำให้ภาพชัดขึ้น 
(Image Deblurring) อย่างไรก็ตามในขั้นตอนการปรับปรุงภาพด้วยเทคนิคการประมวลผลภาพจะ
สามารถสกัดเอกลักษณ์ท่ีสำคัญของภาพให้อยู่ในรูปแบบของ Image Semantics และแปลงไปเก็บใน
รูปแบบของข้อความ (Text) เพื่อประหยัดและลดขนาดของพื้นท่ีในการจัดเก็บข้อมูล อีกท้ังยังสามารถ
เก็บข้อมูลได้ตลอดเวลาซึ่งจะเป็นการลดต้นทุนในส่วนของพื้นท่ีการจัดเก็บข้อมูลอย่างคุ้มค่า 

1.4 ขอบเขตของการวิจัย  

งานวิจัยนี้แบ่งขอบเขตออกเป็น 3 ส่วนสำคัญ ดังต่อไปนี้ 
1. สามารถปรับปรุงภาพเบลอให้คมชัด ผ่านกระบวนการประมวลผลภาพจากอัลกอริทึมท่ี

สร้างขึ้น โดยการผสมผสานกับวิธีการประมวลผลภาพ (Image Processing) การเรียนรู้ของเครื่อง 
(Machin Learning) และการเรียนรู้เชิงลึก (Deep Learning) 

2. ใช้ชุดข้อมูลภาพจากชุดข้อมูลมาตรฐานในการทดลอง โดยใช้ชุดข้อมูลภาพ 3 ชุด 
ประกอบด้วย GoPro Large Datasets, Real – World Datasets และ Kohler’s Datasets 

3. สามารถนำข้อมูลภาพท่ีได้มาเปรียบเทียบประสิทธิภาพด้วยการหาค่า Signal-to-Noise-
Ratio (SNR), Peak-Signal-to-Noise-Ratio (PSNR) และ Structural Similarity Index Measure 
(SSIM) กับข้อมูลก่อนหน้านี้และแสดงผลลัพธ์ได้อย่างชัดเจน 

1.5 ประโยชน์ที่ได้รับจากการวิจัย 

1. เมื่อผ่านกระบวนการปรับปรุงภาพแล้วจะได้ภาพท่ีคมชัดและสามารถนำไปใช้ประโยชน์
กับระบบดิจิทัลได้ 

2. ได้อัลกอริทึมสำหรับการประมวลผลภาพแบบใหม่ท่ีสามารถทำให้ภาพท่ีมีคุณภาพสูงขึ้น 

1.6 นิยามศัพท์เฉพาะ 

1. Image Deblurring คือ กระบวนการแปลงภาพเบลอให้มีความคมชัดมากขึ้น 
2. Image Processing คือ การกระทำการอย่างใดอย่างหนึ่งกับภาพต้นฉบับ (Input Image) 

เพื่อให้ได้ภาพผลลัพธ์ (Output Image) มีลักษณะของภาพเป็นไปตามท่ีต้องการ 
3. Rich Content คือ ฟีเจอร์พิเศษท่ีใช้สำหรับการส่งข้อความหรือเนื้อหาท่ีสมบูรณ์ประกอบ 

ด้วยรูปแบบส่ือต่าง ๆ เช่น รูปภาพ เสียง และวิดีโอ 
4. Blurring images คือ ภาพท่ีเบลอ ไม่มีความคมชัดท่ีเกิดจากการนำเข้าข้อมูลและ

ข้อจำกัดของอุปกรณ์ในด้านต่าง ๆ เช่น การ Focus, Light    
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5. Image Files คือ ไฟล์ภาพท่ีได้จากกล้องวงจรปิดเพื่อนำมาใช้ในการแก้ไข  
6. Shutter Speed คือ ค่าความเร็วชัตเตอร์ เป็นการทำงานของม่านท่ีเปิด-ปิดให้เซนเซอร์

ภาพ (Image Sensor) รับแสงท่ีผ่านมาจากเลนส์ 
7. Low Level คือ การประมวลผลในระดับต่ำ โดยจะจัดการข้อมูลกับ Pixel โดยตรงเพื่อใช้

ในการปรับปรุงคุณภาพของภาพ 
8. High Level คือ การประมวลผลในระดับสูง โดยใช้วิธีการเรียนรู้ของเครื่องเข้ามาช่วยใน

การปรับปรุงภาพ ตัวอย่างเช่น อาศัยหลักการของการเรียนรู้เชิงลึกในการปรับปรุงคุณภาพของภาพ
และเป็นการสร้างภาพขึ้นมาใหม่ (Deconstruct) จากการเรียนรู้เชิงลึกในการสร้างต้นแบบ (Model) 
ท่ีเหมาะสม 

9. Noise คือ สัญญาณรบกวน มีลักษณะเป็นจุดหรือเส้นท่ีปกปิดภาพทำให้ภาพไม่มีความ
คมชัด 

10. Datasets คือ ชุดข้อมูลภาพท่ีเป็นแบบมาตรฐานท่ีใช้ในการทดลองประกอบด้วยชุด
ข้อมูลภาพของ GoPro-Large Datasets, Real-World Datasets และ Kohler’s Datasets 

1.7 ภาพรวมของปริญญานิพนธ์ 

ปริญญานิพนธ์นี้มีจุดประสงค์เพื่อพัฒนาวิธีการในการปรับปรุงคุณภาพของภาพในการลด
ความเบลอของภาพ (Image Deblurring) โดยผู้วิจัยได้ศึกษาเทคนิคด้านการเรียนรู้ของเครื่องและ
การเรียนรู้เชิงลึกเพื่อนำใช้เป็น สำหรับรายละเอียดของการทำวิจัยในเล่มนี้จะประกอบไปด้วยเนื้อหา
ท้ังหมด 5 บท โดยมีรายละเอียดของการทำวิจัยในแต่ละบทดังต่อไปนี้ 
 สำหรับในบทท่ี 2 จะศึกษาเกี่ยวกับทฤษฏีและงานวิจัยท่ีเกี่ยวข้อง สำหรับการทำวิจัยเรื่อง 
การลดความเบลอของภาพ (Image Deblurring) ผู้วิจัยได้ศึกษาและรวบรวมข้อมูลท้ังทฤษฏีและ
งานวิจัยต่างๆ เพื่อนำมาประกอบการทำวิจัย โดยเน้นเทคนิคทางด้านคอมพิวเตอร์วิทัศน์ (Computer 
Vision) การประมวลผลภาพ (Image Processing) การลดความเบลอของภาพ (Image Deblurring) 
การเรียน รู้ เชิ ง ลึก  (Deep Learning) รวมไปถึ ง โครงข่ ายประสาท เทียมแบบคอน โว ลู ชัน 
(Convolution Neural Network: CNN) ดังนั้นข้อมูลท่ีผู้วิจัยได้ศึกษาเทคนิคเหล่านี้และรวบรวมท้ัง
ทฤษฏีแบบเก่าและแบบใหม่เพื่อสร้างเป็นองค์ความรู้ (Knowledge) ก่อนท่ีจะนำไปออกแบบการ
ดำเนินการวิจัยในลำดับถัดไป 

สำหรับบทท่ี 3 จะเป็นวิธีดำเนินการวิจัย ในบทนี้จะเป็นการอธิบายขั้นตอนการทำงาน 
วิธีการออกแบบ (Design) รวมไปถึงการเลือกใช้ชุดข้อมูลและเครื่องมือท่ีใช้ในการวัดประสิทธิภาพ
ของการวิจัย (Performance) ในการทำวิจัยนี้จะเน้นในเรื่องของการใช้เทคนิคเกี่ยวกับการปรับปรุง
ค่า Loss Function เพื่อปรับฟังก์ชัน Mean Squared Error (MSE) ใหม้ีค่าต่ำลง ก่อนนำไปเทียบกับ
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ภาพชัด และวัดประสิทธิภาพของภาพซึ่งผลลัพธ์ท่ีได้จะถูกนำไปรายงานและสรุปผลการวิจัยใน
ขั้นตอนต่อไป 

บทท่ี 4 ผลการวิจัย สำหรับบทนี้จะนำเอาผลลัพธ์ท่ีได้จากการออกแบบและทดลองมา
รายงานผล รวมถึงการวิเคราะห์ผลการวิจัยของแต่ละวิธีด้วยเทคนิคต่างๆ และการนำไปสู่การต่อยอด
ของการทำวิจัยในครั้งถัดไป 

ในบทท่ี 5 เป็นการสรุปผล การอภิปรายผล ข้อเสนอแนะ รวมไปถึงปัญหาท่ีเกิดขึ้นเกิดขึ้นกับ
การวิจัย  
 

   



 

 

 

บทท่ี 2 
ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

 
ในงานวิจัยนี้จะดำเนินการวิจัยเกี่ยวกับการปรับปรุงคุณภาพของภาพ ซึ่งจะต้องอาศัยเทคนิค

ต่างๆ ทางด้านคอมพิวเตอร์วิทัศน์ (Computer Vision) หรือการประมวลผลภาพเข้ามาช่วยในการทำ
ภาพเบลอให้คมชัด ดังนั้นในบทนี้จึงได้อธิบายถึงทฤษฏีท่ีเกี่ยวข้องและจำเป็นทางด้านพื้นฐานการ
ประมวลผลภาพ และอธิบายถึงการทำงานด้านการเรียนรู้เชิงลึก (Deep Learning) เพราะในปัจจุบัน
นี้จะเห็นได้ว่าการแก้ไขปัญหาเกี่ยวกับภาพโดยใช้ Deep Learning เข้ามาช่วยในการปรับปรุงภาพมี
มากขึ้น จากนั้นจะได้อธิบายถึงสาเหตุท่ีทำให้ เกิดภาพเบลอรวมถึงเครื่องมือท่ีใช้ในการวัด
ประสิทธิภาพและส่วนสุดท้ายจะได้กล่าวถึงงานวิจัยท่ีเกี่ยวข้องทางด้านการปรับปรุงภาพเบลอให้ชัด
ต้ังแต่เริ่มต้นจนถึงปัจจุบัน ซึ่งมีหัวข้อหลักๆ ดังต่อไปนี้ 

2.1 การประมวลผลภาพ (Image Processing)  
การประมวลผลภาพ ( Image Processing) เป็นกระบวนการประมวลผลภาพ ด้วย

คอมพิวเตอร์ หรืออัลกอริทึมท่ีใช้สำหรับแปลงภาพนำเข้า ( Input Image) เพื่อสร้างภาพใหม่ให้ได้
ภาพผลลัพธ์ (Output Image) ท่ีมีความละเอียด คมชัด หรือเป็นข้อมูลแบบดิจิทัลท่ีสามารถนำไปใช้
งานในรูปแบบต่างๆ ตามความต้องการท้ังในเชิงปริมาณและคุณภาพ [6, 7] โดยใช้คอมพิวเตอร์ในการ
ประมวลผล ซึ่งภาพท่ีนำมาใช้ในระบบการประมวลผลภาพดิจิทัลนั้นมีอยู่หลายรูปแบบ โดยจะ
พิจารณาจากปัจจัยต่างๆ เช่น ชนิดของภาพ ความละเอียดของภาพ โหมดโทนสีในระดับต่างๆ และ
ความเข้มของสีให้อยู่ในระดับมาตรฐาน เพื่อจะช่วยให้ได้ภาพผลลัพธ์ของแต่ละแบบหรือข้อมูลท่ี
ต้องการท้ังในเชิงปริมาณและเชิงคุณภาพ ดังภาพท่ี 2.1 ซึ่งในปัจจุบันได้นำข้อมูลไปวิเคราะห์และ
สร้างเป็นระบบ เช่น ระบบดูแลการจราจรบนท้องถนนในการถ่ายภาพด้วยกล้องวงจรปิด ระบบ
ตรวจสอบคุณภาพของผลิตภัณฑ์ในกระบวนการผลิต ระบบเก็บข้อมูลรถท่ีเข้า-ออก อาคารด้วยการ
ถ่ายภาพป้ายทะเบียนรถเพื่อประโยชน์ในด้านความปลอดภัย ระบบตรวจจับใบหน้าโดยทำการ
วิเคราะห์ตรวจสอบและจดจำใบหน้า และการนำไปใช้งานทางด้านการแพทย์ เช่น นำเครื่อง MRI 
(Magnetic Resonance Imaging) การตรวจร่างกาย โดยใช้คล่ืนสนามแม่เหล็กความเข้มสูงและคล่ืน
ความถี่ในย่านความถ่ีวิทยุในการสร้างภาพเหมือนจริงของอวัยวะภายในต่างๆ ของร่างกาย และใช้ใน
การถ่ายภาพด้วยอัลตราซาวด์ (Ultrasound) 
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ภาพท่ี 2.1 การประมวลผลภาพ (Image Processing) 

สำหรับภาพดิจิทัลท่ีถูกนำมาใช้ในการประมวลผล ซึ่งสามารถจำแนกได้ตามรูปแบบของการ
ประมวลผลออกเป็น 2 แบบ คือ การประมวลผลภาพแบบจุด (Point Image Processing) และการ
ประมวลภาพแบบบริเวณ (Local Image Processing) [8] ซึ่งมีรายละเอียดดังต่อไปนี้ 

2.1.1 การประมวลผลภาพแบบจุด (Point Image Processing)  
สำหรับการประมวลผลภาพแบบจุด จะเป็นการนำภาพต้นฉบับท่ีค่าระดับความเข้มเทา ในแต่

ละพิกเซลของภาพผลลัพธ์ท่ีมีตำแหน่งตรงกันมาเปล่ียนแปลงค่าพิกเซลของค่าผลลัพธ์ ซึ่งจะไม่ข้ึนกับ
ค่าพิกเซลท่ีอยู่บริเวณใกล้เคียงของภาพต้นฉบับ ดังภาพท่ี 2.2 

 
             𝑓(𝑥, 𝑦)                       𝑔(𝑥, 𝑦) 

ภาพท่ี 2.2 ลักษณะการทำภาพแบบจุดต่อจุด  

จากภาพท่ี 2.2 กำหนดให้ 𝑓(𝑥, 𝑦) และ 𝑔(𝑥, 𝑦) เป็นภาพต้นฉบับและผลลัพธ์ตามลำดับ 
สมการท่ีใช้ในการประมวลผลของภาพแบบจุดต่อจุด สามารถแสดงได้ดังสมการท่ี (2.1)  
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𝑔(𝑥, 𝑦)  =  𝑀[𝑓(𝑥, 𝑦)] (2.1) 

 กำหนดให้ 𝑀(. ) เป็นฟังก์ชันแบบจุดหรือเป็นการแทนข้อมูลภาพด้วยวิธีการ Mapping 
Function โดยค่าระดับความเข้มเทาใหม่ท่ีได้ในแต่ละพิกเซลของภาพจะถูกแทนท่ีในแต่ละพิกเซลของ
ภาพต้นฉบับท่ีพิกัด (𝑥, 𝑦) เดิม รูปแบบของการประมวลผลภาพแบบดิจิทัลในลักษณะนี้ ได้แก่ การ
ปรับค่าความสว่างและค่าคอนทราสต์ (Contrast) ของภาพดิจิทัล โดยใช้วิธีการบวก ลบ คูณ และหาร 
ด้วยจำนวนค่าใดๆ กับภาพดิจิทัลต้นแบบ  

2.1.2 การประมวลผลภาพแบบบริเวณ (Local Image Processing)  
 ในกระบวนการประมวลผลภาพแบบบริเวณ เป็นการใช้ค่าระดับความเข้มเทาของพิกเซลใน
แต่ละจุดของภาพผลลัพธ์ ซึ่งจะขึ้นอยู่กับบริเวณข้างเคียงของกลุ่มพิกเซลนั้นๆ (Neighborhood 
Pixels) เพื่อนำมาใช้สำหรับการประมวลผล จากภาพท่ี 2.3 แสดงให้เห็นถึงลักษณะของภาพเฉพาะ
บริเวณท่ีใกล้เคียง ซึ่งจะเป็นรูปแบบของการประมวลผลภาพดิจิทัล ได้แก่ การกรองสัญญาณภาพ
ในสเปเชียลโดเมน (Spatial Domain Filtering) หรือเรียกอีกอย่างหนึ่งว่า “Convolution” 

 
                  𝑓(𝑥, 𝑦) 𝑔(𝑥, 𝑦) 

ภาพท่ี 2.3 การประมวลผลภาพแบบบริเวณ 

 จากภาพท่ี 2.3 กำหนดให้ค่า 𝑓(𝑥, 𝑦) และ 𝑔(𝑥, 𝑦) เป็นภาพต้นฉบับและภาพผลลัพธ์ท่ีจุด
พิกัด (𝑥, 𝑦) โดยจะนำค่าท่ีอยู่บริเวณใกล้เคียงของภาพ Input มาใช้ในการประมาณผลและจะได้ค่าท่ี
เป็นผลลัพธ์ออกมา 
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2.2 การเรียนรู้เชิงลึก (Deep Learning) 

การเรียนรู้เชิงลึก หรือ Deep Learning (DL) [9] เป็นวิธีการเรียนรู้แบบอัตโนมัติโดยอาศัย
แนวคิดและเทคนิคการสร้างแบบปัญญาประดิษฐ์ (AI) ด้วยระบบโครงข่ายใยประสาทเสมือน 
(Artificial Neural Networks : ANN) แบบเดียวกับสมองมนุษย์ท่ีเช่ือมต่อกันเป็น "ระบบประสาท" 
สำหรับใช้ในการส่ือสารกัน ในการทำงานจะถูกสร้างขึ้นมาสำหรับการเรียนรู้ของเครื่องจักรหรือเครื่อง
คอมพิวเตอร์ ซึ่งชุดคำส่ังนี้จะสามารถนำไปใช้ในการประมวลผลข้อมูล โดยใช้วิธีประมวลผลแบบ
ขนาน (Parallel Processing) ผ่านองค์ความรู้ (Knowledge) เพื่อทำให้เกิดการเรียนรู้จากข้อมูลท่ี
ได้รับอย่างต่อเนื่องและสามารถเข้าใจในส่ิงต่างๆ ได้อย่างมีประสิทธิภาพ โดยในปี ค.ศ. 2006 
Geoffrey Hinton [10] ได้เสนอโครงข่ายประสาทเทียมแบบหลายช้ันในการแปลงข้อมูลท่ีมีมิติระดับ
ต่ำให้อยู่ในระดับกลางไปจนถึงระดับสูง ด้วยการไล่ระดับของสีและปรับระดับค่าน้ำหนักในเครือข่าย
โดยใช้การเข้ารหัสแบบอัตโนมัติ ซึ่งการเรียนรู้เชิงลึก (DL) ได้เข้ามามีบทบาทมากขึ้น สำหรับ
กระบวนการประมวลผลภาพในช่วงระยะเวลาหลายปีท่ีผ่านมา ดังนั้นการเรียนรู้เชิงลึกจึงเป็นท่ีนิยม
นำไปใช้ในการประมวลผลในการทำงานด้านต่างๆ ดังภาพท่ี 2.4 

 

ภาพท่ี 2.4 ลำดับช้ันของการเรียนรู้เชิงลึก [9] 

จากภาพท่ี 2.4 แสดงให้เห็นถึงลำดับช้ันของการเรียนรู้เชิงลึก ซึ่งประกอบด้วย Artificial 
Intelligence (AI) เป็นเทคโนโลยีท่ีอยู่ในกลุ่มของปัญญาประดิษฐ์ท่ีสามารถพบเห็นได้ในการใช้ใน
ชีวิตประจำวัน โดยจะแบ่งออกเป็น 2 ประเภท ได้แก่ Machine Learning (ML) เป็นการรับข้อมูลท่ีมี
จำนวนมาก ซึ่งทำหน้าท่ีในการจดจำลักษณะเด่นและแบ่งข้อมูลออกเป็นกลุ่มๆ และในส่วนของ 
Deep Learning (DL) จะเป็นอีกวิธีหนึ่งท่ีสามารถจำลองรูปแบบการประมวลผลของสมองมนุษย์โดย
ใช้โครงข่ายเซลล์ประสาทในการประมวลผลภาพ 

นอกจากนี้ Deep Learning ยังสามารถนำไปใช้งานในด้านต่างๆ ได้อีกมากมาย อย่างไรก็
ตามรูปแบบการทำงานของ Deep Learning ยังคงมีข้อจำกัด เนื่องจาก Deep Learning มีรูปแบบ
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การจดจำท่ีซับซ้อน [11] โดยเฉพาะกับข้อมูลท่ีมีจำนวนมาก จึงจำเป็นท่ีจะต้องแบ่งข้อมูลออกเป็น
สองส่วนเพื่อให้การเรียนรู้มีประสิทธิภาพมากขึ้น โดยใช้การแบ่งแบบสุ่ม เพื่อให้ได้ข้อมูลท่ีกระจายตัว
ท้ังชุดข้อมูล ได้แก่ Training Set เป็นการฝึกฝนชุดข้อมูลต้นแบบเพื่อให้สามารถเรียนรู้และจดจำ
ข้อมูลได้อย่างแม่นยำ และในส่วนของ Test Set เป็นการนำโมเดลของ Training Set มาทดลองกับ
ชุดข้อมูลท่ีแบ่งไว้ (Test Set) เพื่อทดสอบความแม่นยำ โดยท่ัวไปแล้วในการแบ่งสัดส่วนของชุดข้อมูล 
Training Set และ Test Set สามารถแบ่งออกได้หลายแบบ เช่น (70:30, 80:20 หรือ 90:10) หรือ
ขึ้นอยู่กับปริมาณข้อมูล ส่วนมากจะนิยมแบ่งเป็น 80:20 

ตัวอย่างของการใช้งาน Deep Learning ท่ีสามารถนำมาใช้งานได้จริงและใช้ในปัจจุบันนี้ 
ได้แก่ รถยนต์อัจริยะหรือขับเคล่ือนอัตโนมัติ การวินิจฉัยโรค การแปลภาษา เกมส์ และการสร้าง
ประโยคเพื่อโต้ตอบกับมนุษย์ (Siri) โดยมีรายละเอียดดังนี้ 

รถยนต์อัจฉริยะหรือขับเคล่ือนอัตโนมัติ (Autonomous Vehicles) สำหรับรูปแบบ
การทำงานของรถยนต์ไร้คนขับจะต้องใช้ (Computer Vision) และระบบนำทาง (Navigation) ใน
การรับข้อมูลเพื่อนำไปวิเคราะห์สภาพแวดล้อมต่างๆ ก่อนส่งมาประมวลผลท่ีหน่วยประมวลผลกลาง 
(Deep Learning) โดยใช้เทคโนโลยีปัญญาประดิษฐ์ (Artificial Intelligence : AI) เข้ามาช่วยในการ
ประมวลผลการวิเคราะห์สถานการณ์ต่างๆ โดยจะใช้เวลาท่ีน้อยท่ีสุด จากนั้นจะนำคำส่ังส่งต่อให้
ระบบควบคุมรถ (Robotic) ท่ีมีความแม่นยำ เพื่อส่ังการให้รถยนต์ทำงานได้อย่างมีประสิทธิภาพ 

การวินิจฉัยโรค ถูกนำมาเป็นเครื่องมือทางด้านการแพทย์เพื่ออำนวยความสะดวก
และความรวดเร็วในการวินิจฉัยโรค เช่น ภาพเอ็กซ์เรย์ ภาพอัลตราซาวด์หรือภาพ MRI โดยนำ Deep 
Learning มาช่วยในการวิเคราะห์การประมวลผลภาพถ่ายของผู้ป่วย ก่อนนำไปเปรียบเทียบกับ
ฐานข้อมูลเพื่อใช้ในการระบุตำแหน่งของความผิดปกติท่ีเกิดขึ้นกับอวัยวะต่างๆ   

การแปลภาษา สำหรับระบบการแปลภาษาของ Google Translate จะใช้หลักการ
ของ Deep Learning มาวิเคราะห์ข้อมูลจากการป้อนข้อมูลของผู้ใช้งาน ซึ่งจะมีหลายรูปแบบ เช่น 
ตัวอักษร รูปภาพหรือเสียง ก่อนจะนำข้อมูลเหล่านี้ไปเปรียบเทียบกับคำท่ีมีอยู่ในฐานข้อมูล จากนั้น
จะหาความหมายท่ีมีความเหมาะสมและใกล้เคียงท่ีสุดมาแสดงผล 

เกมส์ ในการพัฒนาเกมส์ได้ใช้ Deep Learning เข้ามาช่วยในการวิเคราะห์ โดยการ
ส่งข้อมูลให้กับ AI เพื่อทำการเรียนรู้ด้วยการทำซ้ำจนกว่าจะได้ข้อมูลท่ีมีความแม่นยำ และสามารถ
สร้างรูปแบบการคิดให้ใกล้เคียงกับมนุษย์ก่อนจะประมวลผลออกมา เเละยังสามารถคิดวิธีการแก้ไข
ปัญหาและการเล่นกับมนุษย์ให้มีความสมจริงมากขึ้น 

การสร้างประโยคหรือการโต้ตอบกับมนุษย์ (Chatbot) เป็นอีกหนึ่งรูปแบบท่ี
สามารถนำ Deep Learning มาใช้ในการพูดคุยและเข้าใจภาษาของมนุษย์ผ่านข้อความ (Text) หรือ
ข้อความเสียง (Voice) ก่อนประมวลผลแล้วตอบสนองในส่ิงท่ีต้องการ เช่น Siri, Alexa หรือ Google 
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Assistant และในรูปแบบอื่นๆ โดยหลักการทำงานส่วนใหญ่จะใช้  Deep Learning ในการ
ประมวลผล และนำข้อมูลจากการป้อนของผู้ใช้งานผ่านรูปแบบต่างๆ ส่งให้กับ AI ทำการเรียนรู้ ซึ่งจะ
เรียนรู้ว่าหากพบประโยคนี้แล้วควรตอบอย่างไร หรืออาจนำประโยคท่ีคล้ายกันมาตอบก็ได้ ซึ่งจะ
ขึ้นอยู่กับภาษาท่ีมีการเปล่ียนแปลงอยู่ตลอดเวลา 

สำหรับช่วงระยะเวลาท่ีผ่านมาในการเรียนรู้เชิงลึกได้รับความนิยมโดยนำมาใช้งานมากขึ้น 
อาทิเช่น งานทางด้านคอมพิวเตอร์วิชัน (Computer Vision) การเรียนรู้และจดจำใบหน้า (Face 
Recognition) และการรู้จำเสียง (Speech Recognition) เมื่อนำมาเปรียบเทียบกับ Machine 
Learning รูปแบบอื่น ๆ พบว่าข้อดีของ Deep Learning สามารถหาความสัมพันธ์ของข้อมูลท่ีมี
รูปแบบท่ีแตกต่างกันได้ทันทีโดยไม่จำเป็นต้องแยกหมวดหมู่ ในส่วนของข้อเสียต้องใช้เวลาในการ 
“เรียนรู้” กับชุดข้อมูลท่ีมีความซับซ้อนเป็นเวลานาน รวมถึงต้องมีอุปกรณ์รองรับกับชุดข้อมูลจำนวน
มากๆ จึงจำเป็นท่ีจะต้องมีผู้ดูแลระบบท่ีมีความรู้และความเข้าในการออกแบบการทำงานของ Deep 
Learning 

2.2.1 โครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolution Neural Network: CNN) 
โครงข่ายประสาทเทียมแบบคอนโวลูชัน เป็นโครงข่ายประสาทเทียมท่ีจำลองการมองเห็น

ของมนุษย์ท่ีมองพื้นท่ีเป็นส่วนย่อยๆ ก่อนนำกลุ่มพื้นท่ีย่อยนั้นมาผสมผสานรวมกัน เพื่อตรวจสอบว่า
ส่ิงท่ีต้องการนั้นคืออะไร และพื้นท่ีย่อยนั้นจะมีการแยกคุณลักษณะ (Feature) ท่ีแตกต่างกัน ในการ
จำลองสามารถทำได้จากกระบวนการ Convolution เพื่อทำให้ภาพเล็กลงด้วยการกรอง ก่อนเพิ่ม
สัญญาณรบกวน (Noise) เข้าไป จากนั้นทำการหา Pattern ด้วยการเพิ่ม Pooling ในรูปแบบต่างๆ 
(Max Pooling หรือ Average) ให้กับภาพ ก่อนนำผลลัพธ์ท่ีได้ (Output) ส่งต่อไปยังโมเดล Neural 
Network เพื่อสร้างกระบวนการเรียนรู้และการปรับค่าน้ำหนัก (Weight) และสุดท้ายนำ Feature 
แต่ละส่วนมาผสมผสานกัน ซึ่งกระบวนการเรียนรู้จะถูกทำซ้ำในหลายๆ รอบ เพื่อเป็นการปรับ
ค่าพารามิเตอร์และลดค่าความผิดปกติ (Error) ในการทำนายของแต่ละรอบ 

จากนั้นในปี 1989 LeChu และคณะ [12] ได้พบปัญหาท่ีเกิดขึ้นเกี่ยวกับตัวอักษรจึงได้นำ 
CNN เข้ามาช่วยแก้ปัญหาด้วยการจดจำตัวอักษรท่ีเป็นลายมือ เพื่อแยกลักษณะและขนาดของ
ตัวอักษรรวมถึงการประมวลผลสัญญาณดิจิทัลจากการเรียนรู้แบบอัตโนมัติ หลังจากนั้น CNN ถูก
นำเสนอในรูปแบบของสถาปัตยกรรมต่าง ๆ เนื่องจากมีการเรียนรู้คุณลักษณะท่ีมีประสิทธิภาพและ
ความสามารถในการแสดงคุณลักษณะท่ีมากกว่าวิธีการเรียนรู้ของเครื่องแบบเดิม [13] จึงถูกนำไป
ประยุกต์ใช้ในงานด้านต่างๆ มากขึ้น โดยเฉพาะทางด้านการรู้จำรูปภาพ ตัวอักษร โดยมีผู้วิจัยท่ีทำ
สนใจในเรื่องนี้ต้ังแต่อดีตจนถึงปัจจุบันประกอบด้วย งานวิจัยเกี่ยวกับการจดจำตัวอักษรโดยการเขียน
ด้วยลายมือ [14-16] การจดจำภาพ [17-19] และการรู้จำใบหน้า [20-22]  
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ในสถาปัตยกรรมของ CNN เป็นแนวคิดท่ีมีความซับซ้อน ดังนั้นจึงจำเป็นต้องใช้การคำนวณ
ทางคณิตศาสตร์เข้ามารองรับ เพื่อให้เกิดความสอดคล้องกับแนวคิดนั้นๆ โดยสามารถแบ่งการทำงาน
ออกเป็น 2 ส่วน ประกอบด้วย การสกัดคุณลักษณะ (Feature Extraction) และการจำแนกประเภท 
(Classification) ซึ่งแสดงให้เห็นในส่วนประกอบของสถาปัตยกรรมแบบ CNN ดังภาพท่ี 2.5 

 

ภาพท่ี 2.5 ส่วนประกอบของสถาปัตยกรรมแบบ Convolution Neural Network: CNN [23] 

รูปแบบการทำงานของการสกัดคุณลักษณะของภาพประกอบด้วย 3 ส่วน ดังต่อไปนี้ 
1. Feature Extraction เป็นส่วนท่ีช่วยในการกำหนดค่าในตัวกรอง (Filters) หรือ เคอร์เนล 

(Kernel) โดยท่ี CNN จะใช้ตัวกรอง หรือ Filters ในการกรองส่วนท่ีไม่สำคัญออกจากภาพ ดังแสดง
ให้เห็นจากตัวอย่างการทำงานของ Filters ซึ่งมีขนาด (K) 3x3  โดยใช้ Kernel ไปประมวลผลกับ
พิกเซลบนภาพทีละส่วน และเล่ือนไปต่อเรื่อย ๆ จนครบทึกส่วนในภาพ เพื่อสร้างชุดข้อมูลใหม่ 
เรียกว่า ผังคุณลักษณะ (Feature Maps) ซึ่งแทนค่าเป็น (𝐼 ∗ 𝐾) ท่ีมีลักษณะต่างกันจากข้อมูลเดิม 
ดังภาพท่ี 2.6 และ ภาพท่ี 2.7 
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ภาพท่ี 2.6 การทำงานของตัวกรองเพื่อสร้างชุดข้อมูลใหม่โดยการคำนวณทีละจุด [24] 

 

ภาพท่ี 2.7 ผลลัพธ์ที่ได้จากการนำค่า Kernel มาคำนวณเพื่อสร้างชุดข้อมูลใหม่ [24] 

จากภาพท่ี 2.6 และภาพท่ี 2.7 ผลลัพธ์ท่ีได้จากการนำค่า Kernel มาคำนวณเพื่อสร้างชุด
ข้อมูลใหมแ่สดงผลลัพธ์ที่ได้จากการนำค่า Kernel มาประมวลผลกับภาพเบลอจะเห็นได้ว่ามีการกรอง
ภาพบางส่วนออกจากภาพและเหลือส่วนท่ีต้องการไว้ จึงทำให้ได้ภาพผลลัพธ์จากการประมวลผลมี
ขนาดเล็กลง 

2. Pooling คือความสามารถในการย่อรูปแบบหนึ่ง ซึ่งมีอยู่สองประเภทท่ีนิยมนำมาใช้งาน 
คือ Max Pooling และ Average Pooling สำหรับ Max Pooling จะเป็นตัวกรองรูปแบบการหา
ค่าสูงสุดในบริเวณท่ีตัวกรองทาบอยู่มาเป็นผลลัพธ์ เพื่อลดขนานของ Feature MAPs ด้วยการหา
ค่าเฉล่ีย (Average Pool) และเลือกค่าท่ีสูงท่ีสุดบนตัวกรองนั้นมาเป็นผลลัพธ์ใหม่ และจะเล่ือนตัว
กรองไปตาม Stride ท่ีกำหนดไว้ ซึ่งขนาดตัวกรองของการทำ Max Pooling เรียกกันว่า Pool Size 

 

ภาพท่ี 2.8 ตัวอย่างการทำ Pooling ด้วยวิธี Max Pooling [24] 

 จากภาพท่ี 2.8 แสดงการทำ Max Pooling กำหนดให้แต่ละชุดสีใน Feature Maps มีขนาด 
4x4 ซึ่งจะแทนบริเวณ Sub-Region โดยการเลือกค่าท่ีมากท่ีสุดในแต่ละ Sub-Region เพื่อนำมา
สร้าง Feature Maps ใหม่ท่ีมีขนาด 2x2 พิกเซล 
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2.2.2 Recurrent Neural Networks (RNNs)  

แม้ว่า CNNs จะเป็นวิธีท่ีเหมาะสำหรับการแก้ไขปัญหาทางด้าน Computer Vision แต่ก็ยังมี
อีกหลายวิธีท่ีช่วยในการแก้ปัญหาดังกล่าว ดังนั้น Recurrent Neural Networks (RNNs) จึงเข้ามา
เป็นอีกทางเลือกหนึ่งท่ีมีบทบาทในการแก้ปัญหาด้าน Computer Vision โดย RNNs เป็นโครงข่าย
ประสาทเทียมท่ีมีลักษณะแบบ Feedforward ท่ีมีหน่วยความจำภายใน ซึ่งออกแบบมาสำหรับการ
แก้ไขปัญหาข้อมูลท่ีมีลำดับ Sequence โดยใช้หลักการ Feed สถานะภายในของโมเดลให้กลับมา
เป็น Input ใหม่ คู่กับ Input ปกติ RNNs จะเกิดขึ้นซ้ำก็ต่อเมื่อทุก Input ของข้อมูลท่ีทำหน้าท่ี
เดียวกัน หลังจากสร้าง Output แล้วจะถูกคัดลอกและส่งกลับไปยังเครือข่ายท่ีเกิดซ้ำ เพื่อช่วยให้
โมเดลสามารถรู้จำ Pattern ของลำดับ Input Sequence ได้ 

 

ภาพท่ี 2.9 โครงข่ายประสาทเทียมแบบเกิดซ้ำ Recurrent Neural Networks (RNNs) [25] 

 จากภาพท่ี 2.9 จะเห็นได้ว่าภาพทางซ้ายมีการบีบอัดรูปแบบการทำงานและเมื่อนำมา
กระจายออกทางด้านขวาจะแสดงให้เห็นถึงการทำงานของ RNNs ในแต่ละรอบเมื่อมีการทำซ้ำ โดย
กำหนดให้ค่า U, V และ W เป็นน้ำหนักของเครือข่าย เริ่มจาก 𝑋𝑡−1 เป็นลำดับของการ Input 
จากนั้นจึงส่ง 𝑂𝑡−1 และ 𝑋𝑡 ออกไปพร้อมกันเพื่อเป็น Input ในขั้นตอนต่อไป และในรอบต่อไปก็จะใช้ 
𝑋𝑡 เป็นตัว Input และส่ง 𝑂𝑡 และ 𝑋𝑡+1 เพื่อสร้างเป็น Input ไปเรื่อยๆ จนครบ ระบบก็จะหยุด
ทำงาน  
 นอกจากนี้ RNNs ยังมีประโยชน์ท่ีสามารถสร้างแบบจำลองให้ใช้ได้ท้ังในระยะส้ันและระยะ
ยาวระหว่างพิกเซล เพื่อปรับปรุงการประมาณค่าการแบ่งกลุ่ม อีกท้ังยังสามารถจัดลำดับของข้อมูล
เพื่อให้สามารถมองเห็นถึงลำดับก่อนหน้า และใช้ในการขยายขอบเขตของพิกเซลด้วยเลเยอร์แบบ
คอนโวลูชันได้ 
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2.3 ภาพเบลอ (Blur Image) 

ภาพเบลอท่ีพบในปัจจุบันเกิดจากการถ่ายภาพด้วยกล้องในลักษณะต่างๆ ซึ่งเกิดจากกล้อง
ขนาดเล็กและมีความละเอียดสูง (DSLR) หรือกล้องจากโทรศัพท์มือถือท่ีกำลังได้รับความนิยมใน
ปัจจุบัน ซึ่งท้ังสองชนิดนี้จะมีลักษณะเบาและควบคุมค่อนข้างยาก หากไม่ได้รับการฝึกฝนให้มีการ
ถ่ายภาพอย่างมืออาชีพ [26] ซึ่งหากการถ่ายภาพมีการเปิดรับแสงเป็นเวลานานๆ ภาพท่ีได้จะออกมา
ในรูปแบบท่ีมืดและมีสัญญาณรบกวนปะปนเข้ามาในภาพ อีกท้ังการถ่ายภาพท่ีอยู่ในสภาวะแสงน้อย 
จะส่งผลให้ภาพท่ีได้เป็นภาพเบลอและไม่สามารถใช้งานได้ตามท่ีต้องการ [27] ดังนั้นความเบลอจาก
การส่ันของกล้องส่วนใหญ่มักเกิดจากการหมุนกล้องในรูปแบบ 3 มิติ ส่งผลให้ Kernel Blur ไม่มี
ความสม่ำเสมอท่ัวท้ังภาพ ฉะนั้นจึงต้องปรับค่าภาพแฝง (Latent Images) ท่ีซ่อนอยู่ในภาพชัด 
(Latent Sharp Images) ให้มีการเบลอลดลงเพื่อทำให้ภาพชัดเจนขึ้น โดยใช้วิธีการนำภาพเบลอ 
(Blur Images) มาลบสัญญาณรบกวน (Noise) ก่อนนำมา Convolution กับ Kernel ท่ีสร้างขึ้น
เพื่อให้ได้ภาพแฝงท่ีมีความคมชัดขึ้น [28] ดังภาพท่ี 2.10 ซึ่งสาเหตุท่ีทำให้การเบลอของภาพอาจมา
จากหลายสาเหตุดังนั้นจึงถูกจำแนกออกเป็นประเภทต่าง ๆ ได้ดังนี้ 

1. กล้องส่ัน (Camera Shake) เกิดขึ้นในช่วงเวลาท่ีมีการเปิดรับแสง เช่น การเปิดรับแสง
เป็นเวลานานๆ ก่อนกดชัตเตอร์จึงทำให้เกิดการส่ัน หรืออาจเกิดจากตากล้อง เป็นต้น 

2. การเคล่ือนไหวของวัตถุ (Object Movement) เกิดจากการเคล่ือนไหวของวัตถุใน
ช่วงเวลาท่ีมีการเปิดรับแสงนานเกินไป เช่น การเคล่ือนท่ีของนักกีฬา การเคล่ือนไหวของยานต์
พาหนะ  

3. การโฟกัสของกล้อง (Out of Focus or Defocus Blur) เกิดจากความชัดลึกของกล้องท่ี
จำกัดจึงทำให้ไม่สามารถโฟกัสภาพได้ หรืออาจจะเกิดจากการผู้ใช้งานต้ังใจให้ได้ภาพเบลอเพื่อ
นำไปใช้งานในลักษณะอื่นๆ  

4. การผสมผสาน  ระหว่ างการ ส่ันและการเค ล่ือน ไหว (Combinations between 
Vibration & Motion) เกิดจากการผสมผสานกันระหว่างกล้องส่ันหรือการเคล่ือนท่ีของวัตถุ เช่น 
กล้องวงจรปิดบนแยกจราจร เมื่อมีรถวิ่งผ่านจุดท่ีติดต้ังกล้องและเกิดการส่ันไหวของพื้นผิวจราจรทำ
ให้กล้องจับภาพวัตถุท่ีผ่านได้ไม่ชัด ส่งผลให้เกิดภาพเบลอเกิดขึ้น  

 
ภาพท่ี 2.10 วิธีการปรับปรุงภาพแฝง (Latent Images) 
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2.4 การลดสัญญาณรบกวนภาพ (Image Noise Reduction)  

สำหรับภาพดิจิทัลท่ีใช้งานจริงบางครั้งภาพต้นฉบับท่ีจัดเก็บมาได้อาจจะมีสัญญาณรบกวน 
(Noise) มาปรากฏทับซ้อนบนค่าระดับความเข้มเทาของจุดภาพ จึงมีความจำเป็นอย่างยิ่งท่ีจะต้องลด
สัญญาณรบกวนออกจากภาพ ซึ่งเป็นอีกหนึ่งขั้นตอนในกระบวนการประมวลผลภาพเพื่อให้ภาพ
ชัดเจนขึ้น นอกจากนี้สัญญาณรบกวนยังเป็นข้อมูลภาพท่ีอยู่ในช่วงความถี่สูง ดังนั้นในการขจัด
สัญญาณรบกวนจะต้องใช้ตัวกรองท่ีมีความถี่ต่ำผ่าน (Low-Pass Filtering) มาทำการลดหรือขจัด
สัญญาณรบกวนออกจากภาพ [26, 29-31] จากงานวิจัยดังกล่าวได้นำวิธีการลดสัญญาณรบกวนด้วย
การกรองส่วนท่ีไม่ต้องการออกจากภาพ ซึ่งวิธีการลดสัญญาณรบกวนท่ีนิยมใช้มีอยู่ 2 วิธีคือ การลด
สัญญาณรบกวนแบบเชิงเส้นโดยอาศัยวิธีการคอนโวลูชัน (Convolution) และการลดสัญญาณ
รบกวนแบบไม่เชิงเส้น  

2.4.1 การลดสัญญาณรบกวนแบบเป็นเชิงเส้น (Linear Filtering) 
ในการลดสัญญาณรบกวนออกจากภาพประเภทท่ีมีความถี่สูง จะต้องอาศัยหลักการหา

ค่าเฉล่ียความเข้มแสงเฉพาะบริเวณ อีกแบบหนึ่งคือการกรองสัญญาณความถี่ต่ำผ่าน (Low-Pass 
Filtering) ผลกระทบของการกรองด้วยสัญญาณความถี่ต่ำผ่านจะทำให้สัญญาณรบกวนลดลง ส่งผล
ให้ได้ภาพผลลัพธ์ท่ีมีความเรียบ (Smooth) การลดสัญญาณรบกวนออกจากภาพในบางกรณีท่ีได้
ผลลัพธ์เป็นภาพเบลอ (Blurring Effect) จะมีความคมชัดน้อยลง เนื่องจากขอบของวัตถุในภาพจะ
เป็นบริเวณท่ีมีการเปล่ียนแปลงระดับค่าความเข้มแสง ดังนั้นสัญญาณความถี่สูงจึงจะถูกกรองออกไป 
จากเทคนิคการลดสัญญาณรบกวนส่วนมากจะเน้นไปในเรื่องของการลดสัญญาณรบกวนแต่จะไม่
ทำลายขอบของวัตถุ มาร์คท่ีใช้ในการลดสัญญาณรบกวนจึงมีลักษณะค่าสัมประสิทธิ์ทุกตำแหน่งของ
ตัวกรองเป็นบวกท้ังหมด และผลรวมจะมีค่าเท่ากับหนึ่ง 
 ประเภทของตัวกรองท่ีใช้ในการกรองสัญญาณรบกวนแบบเป็นเชิงเส้น ถูกแบ่งออกเป็น 2 
ประเภท ได้แก่ ตัวกรองแบบค่าเฉล่ีย (Moving Averaging Filter) และตัวกรองแบบเกาส์เซียน 
(Gaussian Filter) ซึ่งมีรายละเอียดดังนี้  

1. ตัวกรองแบบค่าเฉล่ีย (Moving Averaging Filter)  
เป็นตัวกรองความถี่แบบค่าเฉล่ียต่ำผ่านชนิดหนึ่งท่ีมีผลรวมของค่าสัมประสิทธิ์ของตัวกรอง

เป็นหนึ่ง โดนมาร์คของตัวกรองนี้จะกรองสัญญาณรบกวนแบบเกาส์เซียนติดมากับตัวกรองแบบเฉล่ีย
โดยจะเลือกขนาดของมาส์คตังกรองท่ีแตกต่างกัน โดยการกรองงประเภทนี้จะมีท้ังข้อดีและข้อเสียท่ี
แตกต่างกัน เช่น หากมีการเพิ่มขนาดจะสามารถช่วยลดสัญญาณรบกวนได้มากขึ้น และถ้าขนาดของ
มาส์คมีขนาดใหญ่ ปริมาณของสัญญาณรบกวนก็จะถูกลบได้มากขึ้นเช่นกัน แต่ภาพผลลัพธ์จะมี
ลักษณะการเบลอมากขึ้น 



 

 

 16 
 

2. ตัวกรองแบบเกาส์เซียน (Gaussian Filter) 
 โดยท่ัวไปแล้ว การลดสัญญาณรบกวนแบบเกาส์เซียนจะเป็นท่ีนิมยมใช้งานมากกว่าตัวกรอง
แบบค่าเฉล่ีย เนื่องจากมีผลกระทบต่อการเบลอ (Blur) ของภาพต้นฉบับน้อยกว่า และยังสามารถ
ออกแบบและหาค่าสัมประสิทธิ์ของตัวกรองได้หลายรูปแบบ วิธีการออกแบบตัวกรองชนิดนี้จะใช้
ขนาดของมาส์คและค่า 𝜎 ท่ีแตกต่างกัน ส่งผลให้สัญญาณรบกวนลดน้อยลงและทำให้ได้ภาพท่ีมี
ความเรียบหรือการเบลอมากขึ้น เมื่อ 𝜎 มีค่าเพิ่มข้ึน ในขณะเดียวกันหากขนาดของตัวกรองแบบเกาส์
เซียนมีขนาดใหญ่มากขึ้น จะส่งผลให้ความเรียบและความเบลอของภาพผลลัพธ์เพิ่มมากขึ้น [32] 

2.4.2 การลดสัญญาณรบกวนแบบไม่เป็นเชิงเส้น (Nonlinear Filtering) 
 สัญญาณรบกวนประเภทนี้ไม่สามารถใช้ตัวกรองหรือฟิลเตอร์แบบเชิงเส้น (Linear Filtering) 
ในการลดสัญญาณรบกวนเพื่อให้ได้ผลลัพธ์ที่สมบูรณ์ได้ ดังนั้นจึงใช้การลดสัญญาณรบกวนแบบ Salt-
and-Pepper-Noise กับภาพดิจิทัลด้วยตัวกรองแบบไม่เป็นเชิงเส้น (Nonlinear Filtering) ด้วย
วิธีการกรองแบบมัธยฐาน (Median Filter) และตัวกรองแบบ Minimum and Maximum Filter 
โดยมีรายละเอียดดังต่อไปนี้  

1. ตัวกรองแบบมัธยฐาน (Median Filter)  
 กรองแบบมัธยฐาน (Median Filter) เป็นตัวกรองท่ีอาศัยข้อมูลทางสถิติของข้อมูลภาพโดย
ใช้ค่ามัธยฐาน (Median) การหาค่ามัธยฐานทำได้โดยการนำข้อมูลระดับความเข้มเทาของภาพบริเวณ
ท่ี Mask ครอบคลุมอยู่  มาทำการการเรียงค่าจากน้อยไปหามากตามระดับความเข้มเทาของ
ข้อมูลภาพ ซึ่งค่ามัธยฐานจะเป็นค่ากึ่งกลางของกลุ่มข้อมูล จากนั้นนำค่ามัธยฐานท่ีได้แทนกลับไปยัง
ตำแหน่งตรงกลางของ Mask ดังนั้นตัวกรองแบบนี้จะไม่ใช้เทคนิคการคอมโวลูชัน (Convolution) แต่
จะใช้ Mask ขนาดต่างๆ ไปวางทาบกับภาพต้นฉบับ โดยนำจุดกึ่งกลางของ Mask ไปวางซ้อนทับกับ
จุดพิกัด (x, y) ของภาพต้นฉบับแล้วนำค่าระดับความเข้มเทาของภาพท่ีบริเวณ Mask ครอบคลุมอยู่
มาทำการเรียงค่าจากน้อยไปหามากตามระดับความเข้มเทาของภาพก่อนนำค่าท่ีอยู่กึ่งกลางมา
พิจารณา ดังภาพตัวอย่างต่อไปนี้ 
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ภาพท่ี 2.11 แสดงการกรองแบบมัธยฐาน (Median Filter) [33] 

 จากภาพเมื่อนำมาร์คท่ีมีขนาด 3x3 ไปวางทาบกับภาพต้นฉบับ โดยนำจุดกึ่งกลางของ Mask 
ไปวางซ้อนทับกับจุดพิกัด (x, y) แล้วนำค่าระดับความเข้มเทาของภาพท่ีบริเวณ Mask ครอบคลุมอยู่
มาทำการเรียงค่าจากน้อยไปหามาก ในภาพแสดงให้เห็นว่าเมื่อนำข้อมูลมาเรียงจะได้ค่า 48 ซึ่งเป็น
ค่าท่ีได้จากค่าเฉล่ียการกรองแบบมัธยฐานแล้วจึงนำค่าท่ีได้ไปใช้ในกระบวนการกรองต่อไป 
 2. ตัวกรองแบบ Minimum and Maximum Filter 
 Minimum และ Maximum Filter เป็นตัวกรองแบบไม่เป็นเชิงเส้นท่ีมีความคล้ายคลึงกับ
การกรองแบบมัธยฐาน โดยการกรองแบบ Minimum Filter และ Maximum Filter จะถูกแทนท่ี
ต้องค่าต่ำสุดและสูงสุด โดยแทนค่าผลลัพธ์ลงไปในตำแหน่งตรงกลางของ Mask ซึ่งตัวกรองประเภทนี้
จะนิยมนำไปใช้ในการลดสัญญาณรบกวนแบบอิมพัลส์ ( Impulse Noise) โดยท่ี Minimum Filter 
ลบจุดขาวของภาพ ส่วน Maximum Filter จะลบจุดดำของภาพ ท้ังนี้ในการใช้วิธีการกรองแบบ 
Minimum Filter และ Maximum Filter สามารถนำไปใช้กับภาพท่ีเป็นไดอะแกรมหรือรูปลายเส้น 
 (แยกสีดำออกจากพื้นสีขาว) ซึ่งสามารถช่วยลดผลกระทบของสัญญาณรบกวนและทำให้
รายละเอียดของลายเส้นเพิ่มมากขึ้น 
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Minimum Filter Maximum Filter 

ภาพท่ี 2.12 ตัวกรองแบบ Minimum Filter และ Maximum Filter [33] 

  จากภาพจะเห็นได้ว่าตัวกรองท้ัง 2 แบบนั้นใช้การเรียงลำดับค่าความเข้มเทาคล้าย
กับการกรองค่ามัธยฐาน แตกต่างกันตรงท่ี Minimum Filter และ Maximum Filter ท่ีมีขนาด 3x3
จะใช้ค่าต่ำสุดและค่าสูงสุดจากการเรียงลำดับไปใช้ในการพิจารณา 

2.5 รูปแบบของสัญญาณรบกวน (Noise Models) 
การจำลองลักษณะของสัญญาณรบกวนสำหรับงานด้านการประมวลผลภาพ ส่วนใหญ่จะ

นิยมจำลองรูปแบบของสัญญาณรบกวนให้อยู่ในรูปแบบของฟังก์ชันความหนาแน่นของความน่าจะ
เป็น (Probability Density Function) ในทางสถิติต่างๆ สัญญาณรบกวนจะเกิดจากปรากฏการณ์
ทางธรรมชาติในขั้นตอนการเปล่ียนสัญญาณแสงเป็นสัญญาณไฟฟ้า ดังนั้นสมมติฐานของสัญญาณ
รบกวนท่ีนิยมนำมาใช้จึงถูกแบ่งออกเป็น 3 ประเภท ได้แก่ สัญญาณรบกวนแบบสม่ำเสมอ (Uniform 
Noise) สัญญาณรบกวนแบบอิมพัลส์ (Impulse Noise) [29] และสัญญาณรบกวนแบบเกาส์เซียน 
(Gaussian Noise)  โดยมีรายละเอียดดังนี้ 

2.5.1 สัญญาณรบกวนแบบสม่ำเสมอ (Uniform Noise)  
สัญญาณรบกวนประเภทนี้จะมีรูปแบบลักษณะการกระจายตัวของฟังก์ชันความหนาแนน่ของ

ความน่าจะเป็น (PDF)  
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𝑃(𝑧) = {

1

𝑏−𝑎,

0,
             ถ้า 𝑎 ≤ 𝑧 ≤ 𝑏 ท่ีเป็นอย่างอื่น (2.2) 

 โดยค่าเฉล่ีย (𝜇) ของฟังก์ชันความหนาแน่น (Density Function) จะถูกกำหนดด้วยสมการ 
(2.2) และค่าความแปรปรวน 𝜎2 ถูกกำหนดด้วยสมการท่ี 2.4 รูปแบบของสัญญาณรบกวนแบบ
สม่ำเสมอซึ่งแสดงไว้ดังสมการต่อไปนี้ 

𝜇 =
𝑎 + 𝑏

2
 (2.3) 

 

𝜎2 =
(𝑏 − 𝑎)2

2
 (2.4) 

2.5.2 สัญญาณรบกวนแบบอิมพัลส์ (Impulse Noise) 
 สัญญาณรบกวนประเภทนี้จะเป็นสัญญาณรบกวนท่ีกระจายอยู่บนพิกเซลของภาพเป็นจุดๆ 
ท่ัวไป โดยเปล่ียนค่าความเข้มแสงของพิกเซล ณ ตำแหน่งหนึ่งๆ ให้มีค่าความแตกต่างไปจากพิกเซล
ข้างเคียง [29] ซึ่งค่าความเข้มแสงท่ีจำลองส่วนมากจะเป็นความเข้มแสงสีขาวและสีดำหรือท่ีเรียกว่า 
แบบเกลือพริกไทย (Salt-and-Pepper-Noise) ดังนั้นภาพดิจิทัลบางตำแหน่งพิกเซลจะปนไปกับ
สัญญาณรบกวน คือพิกเซลบางตำแหน่งจะถูกเปล่ียนเป็นจุดสีขาวหรือสีดำด้วยพิกเซลรบกวน (Noise 
Pixels) สัญญาณรบกวนแบบนี้จะมีการกระจายของฟังก์ชันความหนาแน่นของความน่าจะเป็น (PDF)  

𝑃(𝑧) {
𝑃𝑎,

𝑃𝑏,

 𝑧 = 𝑎

 𝑧 = 𝑏
 (2.5) 

      

เมื่อ 𝑎 และ 𝑏 คือ ระดับความเข้มเทาเดิม 
   𝑃𝑎 และ 𝑃𝑏 คือ ค่าระดับความเข้มเทาใหม่  

 โดยปกติแล้วหากค่าของ 𝑎 > 𝑏 ค่าระดับความเข้มเทาของ  𝑏 จะถูกเปล่ียนเป็นสัญญาณ
รบกวนท่ีมีจุดขาว และค่าความเข้มเทาเดิมของ 𝑎 จะถูกเปล่ียนเป็นสัญญาณรบกวนท่ีเป็นจุดดำ 
สำหรับภาพระดับความเข้มเทาแบบ 8 บิต (256 ระดับ) ค่า 𝑃𝑎 จะมีค่าเท่ากับ 0 (สีดำ) และ 𝑃𝑏 จะมี
ค่าเท่ากับ 255 (สีขาว)  

 

ภาพท่ี 2.13 แสดงผลการเบลอแบบ Salt-and-Pepper-Noise 
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ภาพท่ี 2.14 แสดงผลการเบลอแบบ Random-Valued Impulse Noise 

2.5.3 สัญญาณรบกวนแบบเกาส์เซียน (Gaussian Noise) 
 สัญญาณรบกวนประเภทนี้มีลักษณะการกระจายข้อมูลของสัญญาณรบกวนเป็นไปตาม
รูปแบบของฟังก์ชันความหนาแน่นของความน่าจะเป็นของฟังก์ชันเกาส์เซียน ซึ่งสัญญาณรบกวนนี้
ได้รับความนิยมและถูกนำมาใช้จำลองในการเพิ่มสัญญาณรบกวนให้กับภาพ 

1

√2𝜋𝜎
𝑒 −

(𝑧 − 𝜇)

2𝜎2
 (2.6) 

 

เมื่อ 𝑧  แทนค่าระดับความเข้มเทา 
  𝜇 แทนค่าเฉล่ียท้ังหมดของ 𝑧 
  𝜎2 แทนค่าความแปรปรวน (Variance) 
  𝑠 แทนค่าส่วนเบ่ียงเบนมาตรฐาน (Standard Deviation) 
  รูปแบบของสัญญาณรบกวนแบบเกาส์เซียนจะมีลักษณะของรูปสัญญาณคล้ายกับรูป
ระฆังคว่ำโดยค่าสัญญาณรบกวนประมาณ 70% จะอยู่ในช่วง [(𝜇 − 𝜎), (𝜇 + 𝜎)] และค่าสัญญาณ
รบกวนประมาณ 90% จะอยู่ในช่วง [(𝜇 − 2𝜎), (𝜇 + 2𝜎)]  

สัญญาณรบกวนแบบเกาส์เซียน (Gaussian Noise) สามารถสร้างโมเดลการลดสัญญาณ
รบกวนจากสมการดังต่อไปนี้  

𝐵 =  𝐷(𝐼⨂𝐾) + 𝑁, (2.7) 
 โดยท่ี 𝐾 เป็นเคอร์เนลเบลอ 𝑁 ∼ 𝑁(0, 𝜎2) เป็นสัญญาณรบกวนและ 𝜎2 จะแปรผันตาม
พื้นท่ีของภาพ เริ่มจากการสุ่มตัวอย่างของ 𝐷(𝐼) เพื่อทำการลดตัวอย่างภาพท่ีเกิดจากการสุ่มโดยท่ี 
𝐼(𝑚, 𝑛)  =  𝐼(𝑠𝑚, 𝑠𝑛) และ (𝑠) เป็นอัตราการสุ่มตัวอย่างสำหรับพิกัดของพิกเซลจำนวนเต็ม (𝑚, 𝑛) 
ดังนั้นฟังก์ชันของการสุ่มตัวอย่างจะช่วยให้สามารถหาค่าการสุ่มตัวอย่างขึ้นได้ โดยการแก้ไขบนตาราง
ย่อยของพิกเซล ในการเบลอภาพปกติจะกำหนดค่า (𝑠 = 1) ส่วนการสุ่มตัวอย่างซ้ำจะกำหนดให้ 
(𝑠 > 1) จากสมการดังกล่าวจะถูกนำมาใช้ในการคำนวณเพื่อแก้ไขปัญหาการเบลอภาพแบบ 
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Deconvolution โดยใช้เฟรมเวิร์กของ Bayesian และค้นหาการประมาณค่าของภาพเบลอ อีกท้ัง
การลดระดับของสัญญาณรบกวนจะใช้เทคนิคของ Maximum a Posteriori (MAP) ในการหา 
ผลลัพธ์ที่ได้แสดงให้เห็นว่ารูปแบบและวิธีการนี้สามารถปรับปรุงภาพและลดสัญญาณรบกวนได้ดี 

   

สัญญาณรบกวนแบบสม่ำเสมอ 
(ก) 

สัญญาณรบกวนแบบอิมพัลส์ 
(ข) 

สัญญาณรบกวนแบบเกาส์เซียน 
(ค) 

ภาพท่ี 2.15 กราฟแสดงฟังก์ชันการกระจายข้อมูลของสัญญาณรบกวนแบบต่างๆ 

2.6 เคร่ืองมือที่ในการวัดคุณภาพของภาพ (Performance Measurement) 
ในการปรับปรุงภาพเพื่อให้เกิดภาพใหม่จำเป็นท่ีจะต้องมีการวัดและเปรียบเทียบคุณภาพของ

ภาพเพื่อให้ได้ภาพท่ีมีมาตรฐานและมีประสิทธิภาพท่ีดีขึ้น ซึ่งโดยท่ัวไปแล้วเครื่องมือท่ีใช้ในการวัด
ป ระ สิท ธิภ าพ ขอ งภ าพ นั้ น มี ม ากม าย ห ล ายแ บ บ  เช่น  Contrast-to-Noise-Ratio (CNR),  
Mean Square Error (MSE), Signal-to-Noise-Ratio (SNR), Structural Similarity Index 
Measurement (SSIM), Peak Signal-to-Noise Ratio (PSNR) เป็นต้น สำหรับการวิจัยนี้ได้เลือกใช้
เครื่องมือสำหรับ วัดประสิทธิภาพ 3 แบบได้แก่ Signal-to-Noise Ratio (SNR) [34], Peak Signal-
to-Noise Ratio (PSNR) [7 ] และ  Structural Similarity Index Measure (SSIM) [3 5 ] โดยมี
รายละเอียดดังต่อไปนี้ 

1. Signal-to-Noise Ratio (SNR) เป็นเครื่องมือท่ีใช่ในการวัดค่าอัตราส่วนสัญญาณต่อ
สัญญาณรบกวน คือ อัตราส่วนท่ีใช้สำหรับวัดค่าระหว่างสัญญาณต้นฉบับกับสัญญาณรบกวน ซึ่งมี
หน่วยที่ใช้วัดเป็นเดซิเบล Decibels (dB) โดยใช้เกณฑ์มาตรฐานในการวัดค่าสัญญาณรบกวนออกเป็น
สัดส่วน ซึ่งสามารถคำนวณได้จากสมการต่อไปนี้ 

𝑆𝑁𝑅𝑑𝐵  =  10 𝑙𝑜𝑔 10 (
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
)  (2.8) 

2. Peak Signal-to-Noise Ratio (PSNR) เป็นเครื่องมือการประเมินประสิทธิภาพของ
เทคนิคการปรับปรุงคุณภาพของภาพท่ีได้รับความนิยมมากท่ีสุด โดยค่าท่ีคํานวณได้นําไปเปรียบเทียบ
กับภาพต้นฉบับ ค่าท่ีได้จะอยู่ในช่วง 0 – 100 ถ้าค่า PSNR สูงเข้าใกล้ 100 จะช้ีให้เห็นถึงคุณภาพ
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ของภาพท่ีมีความใกล้เคียงกับภาพต้นฉบับ ซึ่งเป็นมาตรฐานท่ีนํามาใช้ในการเปรียบเทียบคุณภาพของ
รูปภาพดิจิทัล รวมท้ังการประเมินประสิทธิภาพของเทคนิคด้านความละเอียดและการกรองภาพ  ซึ่ง
สามารถคำนวณได้จากสมการต่อไปนี้ 

𝑃𝑆𝑁𝑅 =  10 𝑙𝑜𝑔 10 (
𝑅2

𝑀𝑆𝐸
)  (2.9) 

 
3. Structural Similarity Index Measure (SSIM) เป็นเครื่องมือสำหรับการประเมินผล

เพื่อใช้ในการวัดประสิทธิภาพของเทคนิคทางด้านภาพ โดยใช้ในการวัดโครงสร้างของภาพ และความ
คล้ายคลึงกันระหว่างสองภาพ ซึ่งค่าท่ีได้จากการประมวลผลจะอยู่ ระหว่าง 0 ถึง 1 ซึ่งสามารถ
คำนวณได้จากสมการต่อไปนี้ 

𝑆𝑆𝐼𝑀(𝑥, 𝑦)  =  
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝜇𝑥
2 + 𝜇𝑦

2  +  𝐶1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2)
  (2.10) 

2.7 งานวิจัยที่เก่ียวข้อง 

ในส่วนของงานวิจัยท่ีเกี่ยวข้องซึ่งเป็นการรวบรวมผลงานวิจัยท่ีเกี่ยวกับวิธีการลดความเบลอ
ของภาพในลักษณะต่างๆ ท่ีเกิดข้ึนต้ังแต่อดีตจนถึงปัจจุบัน โดยใช้เทคนิคและอัลกอริทึมท่ีเกิดขึ้นจาก
การคิดค้นใหม่ๆ เข้ามาช่วยในการปรับปรุงภาพเบลอให้มีความชัดเจนยิ่งขึ้น ซึ่งในการปรับปรุงภาพ
เบลอ (Image Deblurring) จึงถือเป็นกระบวนการท่ีใช้สำหรับลบส่ิงท่ีผิดปกติออกจากภาพ ไม่ว่าจะ
เป็นจุดต่างๆ หรือแม้กระท่ังความเบลอท่ีเกิดจากการส่ันของกล้อง จากการสำรวจและศึกษาเกี่ยวกับ
งานวิจัยท่ีผ่านมาในหลายๆ งานสามารถจำแนกได้เป็น 2 กลุ่มใหญ่ๆ คือ กระบวนการปรับปรุงภาพใน
ระดับต่ำ (Low Level Processing) และกระบวนการปรับปรุงภาพในระดับสูง (High Level 
Processing) ดังภาพท่ี 2.17  
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ภาพท่ี 2.16 การปรับปรุงภาพเบลอตั้งแต่เริ่มต้นจนถึงปัจจุบัน 

จากภาพท่ี 2.16 แสดงให้เห็นถึงวิธีท่ีใช้สำหรับการปรับปรุงภาพต้ังแต่เริ่มต้นจึงถึงปัจจุบัน 
โดยใช้เทคนิคและอัลกอริทึมต่างๆ เพื่อปรับปรุงภาพให้มีประสิทธิภาพมากขึ้น โดยใช้สีในการจำแนก
กระบวนการในการปรับปรุงของแต่ละระดับ 

ดังนั้นจึงนำกระบวนการปรับปรุงภาพในแต่ละระดับมาสร้างเป็นไดอะแกรมเพื่อให้เห็นถึง
กระบวนการย่อยในแต่ละระดับท่ีใช้วิธีการปรับปรุงภาพในรูปแบบท่ีแตกต่างกัน ดังภาพท่ี 2.17 

จากภาพท่ี 2.17 แสดงให้เห็นถึงกระบวนการในการปรับปรุงภาพซึ่งในแต่ละระดับ โดยจะมี
กระบวนการทำงานหรือวิธีการและเทคนิคต่างๆ ท่ีแตกต่างกัน มีรายละเอียดดังต่อไปนี้ 

กระบวนการปรับปรุงภาพระดับต่ำ Low Level Processing เป็นการประมวลผลในระดับต่ำ 
โดยจะใช้สำหรับจัดการข้อมูลกับ Pixel โดยตรง เพื่อใช้ในการปรับปรุงคุณภาพของภาพ ในการทำ 
Deblurring นั้นจะมีกระบวนการทำอยู่ 2 แบบ ได้แก่ กระบวนการทำ Convolutional เป็นการใช้

 

ภาพท่ี 2.17 กระบวนการในการปรับปรุงภาพในระดับต่างๆ 
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อัลกอริทึมในการปรับปรุงสัญญาณจากข้อมูลท่ีบันทึกไว้ด้วยโอเปอร์เรเตอร์ทางคณิตศาสตร์ จากนั้น
ใช้กระบวนการ Deconvolution ถอดรหัสเพื่อคืนค่าสัญญาณจากการปรับปรุงข้อมูล  และใน
กระบวนการประมวลผลด้วยความน่าจะเป็น (Probabilistic) จะใช้อัลกอริทึมทางคณิตศาสตร์มาใช้ใน
การคำนวณทางด้านความน่าจะเป็น เพื่อทำให้การประมวณผลมีความรวดเร็วและแม่นยำขึ้น 
 กระบวนการปรับปรุงภาพระดับสูง High Level Processing เป็นกระบวนการท่ีในการ
ปรับปรุงภาพระดับสูง ซึ่งใช้วิธีการเรียนรู้ของเครื่อง (Machin Learning) เข้ามาช่วยในการปรับปรุง
ภาพ โดยอาศัยหลักการของการเรียนรู้เชิงลึก (Deep Learning) ในการปรับปรุงคุณภาพของภาพ
และเป็นการสร้างภาพขึ้นมาใหม่ (Deconstruct) จากการเรียนรู้เชิงลึกในการสร้างต้นแบบ (Model) 
ท่ีเหมาะสม โดยนำการประมวลผลด้วยโครงข่ายประสาทเทียม Convolutional Neural Networks  
(CNNs) และเครือข่ายแบบ Generative Adversarial Networks (GANs) มาใช้ในการประมวลผล
เพื่อให้ได้ผลลัพธ์ที่มีประสิทธิภาพและสมบูรณ์มากขึ้น 
 ในการปรับปรุงคุณภาพของภาพให้มีความคมชัดในกระบวนการทำงานแบบต่ำ ซึ่งหลักการ
ทำงานดังกล่าวสามารถดำเนินการได้หลายวิธี โดยมีตัวอย่างงานวิจัยบางงานใช้วิธีการปรับปรุงขอบ
ของวัตถุมีความเด่นชัดมากขึ้น หรือทำให้ส่วนของวัตถุท่ีเป็นพื้นผิวเรียบให้มีความเรียบเพิ่มมากขึ้น 
และในส่วนของการจำแนกภาพ [27] แต่หลักการนี้จะอยู่ภายใต้หลักการปรับปรุงคุณภาพของภาพ 
[30] โดยท่ัวไปแล้วจะมีกระบวนการทำงานอยู่ 2 ขั้นตอน คือ กระบวนการในการสร้าง Kernel และ
กระบวนการทำ Convolution และ Deconvolution ดังภาพท่ี 2.18 

 

ภาพท่ี 2.18 กระบวนการปรับปรุงภาพระดับต่ำ (Low Level Processing) 

 จากภาพท่ี 2.18 แสดงให้เห็นถึงการปรับปรุงภาพระดับต่ำ Low Level เมื่อภาพท่ีนำเข้า 
(Input Image) ถู กน ำมากรอง (Filters) ส่ิ ง ท่ี ไม่ ต้ อ งการออกจาก ตัวดำเนิ น ก ารด้วยการ 
Convolution ภาพกับ Kernel จนครบทุกส่วนของภาพ จากนั้นนำผลลัพธ์ที่ได้มารวมกันด้วยวิธีการ
ทำ Deconvolution กับภาพและนำค่าท่ีได้มาลดสัญญาณรบกวนแล้วจึงได้ผลลัพธ์  
 ในกระบวนการทำ Convolution และ Deconvolution จะมีกระบวนการทำงานย่อย
ออกเป็น 2 โดเมนประกอบด้วย Spatial/Discrete Domain และ Frequency Domain ดังภาพท่ี 
2.19 
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ภาพท่ี 2.19 รูปแบบการทำงานของ Spatial/Discrete Domain และ Frequency Domain [36] 

จากภาพท่ี 2.19 แสดงการทำงานของ Discrete Domain เป็นการแปลงภาพออกมาให้อยู่
ในรูปของตัวเลขก่อนนำมาคูณการ Kernel แล้วจะได้ผลลัพธ์ออกมา และในส่วนของ Frequency 
Domain เป็นการนำภาพท่ีได้มาแปลงให้อยู่ในรูปสัญญาณคล่ืนก่อนนำมา Convolution แล้วจึง
ได้ผลลัพธ์ออกมา 

 ในส่วนของการปรับปรุงคุณภาพของภาพให้มีความคมชัดในกระบวนการปรับปรุงภาพ
ระดับสูง จะใช้กระบวนการเรียนรู้เชิงลึก (Deep Learning) เช่น CNN และ GAN ดังภาพท่ี 2.17 โดย
ใช้อัลกอริทึมและวิธีการต่างๆ ซึ่งชุดข้อมูลท่ีนำมาใช้จะถูกแบ่งออกเป็น 2 ส่วน คือ ชุดข้อมูลสำหรับ
การฝึกฝน (Training Set) และชุดข้อมูลสำหรับการทดสอบ (Test Set) ตามอัตราส่วนท่ีต้องการ อีก
ท้ังยังนำเครื่องมือท่ีใช้ในการวัดประสิทธิภาพของภาพมาช่วยในการประเมินคุณภาพของภาพท้ังในเชิง
คุณภาพและเชิงปริมาณ 

 

ภาพท่ี 2.20 กระบวนการทำงานแบบสูง (High Level) ด้วยวิธีการแบบ Convolutional Neural 
Networks : CNNs [24] 
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จากภาพท่ี 2.20 แสดงให้เห็นถึงโครงสร้างการประมวลผลด้วยโครงข่ายประสาทแบบ 
คอนโวลูชัน (CNN) เป็นกระบวนการทำงานแบบสูง โดยท่ี CNN จะแยกภาพท่ีนำเข้า (Input 
Images)ออกเป็นพิกเซล (Pixel) ก่อนนำมาแยกออกเป็นเลเยอร์ต่างๆ 4 เลเยอร์ ประกอบด้วยเลเยอร์
ท่ีใช้ในการเก็บโทนสีและข้อมูลอื่นๆ 3 เลเยอร์และเก็บภาพขาวดำ 1 เลเยอร์ เพื่อใช้ในการ Training 
จากนั้นจะทำการเรียนรู้และจดจำข้อมูลจากเลเยอร์ต่างๆ ของโมเดลหรือท่ีเรียกว่า Parameter 
Estimationด้วยวิธีการทำซ้ำหลายๆ รอบก่อนนำไปเปรียบเทียบกับโมเดล Feature Map ของสี 
เพื่อให้เกิดความแม่นยำ เมื่อ Training เสร็จจะนำโมเดลท่ีได้มาใช้ในการจำแนกหาค่าว่าตรงกันกับ
ภาพท่ีนำเข้าหรือไม่  ดังนั้นในปัจจุบันจึงได้นำเอาวิธีการเรียนรู้ของเครื่อง (Machine Learning) 
โครงข่ายประสาทเทียม (Naturel Network: NN) การเรียนรู้เชิงลึก (Deep Learning) เข้ามาช่วยใน
กระบวนการเรียนรู้และสร้างแบบจำลองเพื่อพัฒนาให้เกิดประสิทธิภาพท่ีสูงขึ้น ซึ่งวิธีการเรียนรู้ 

จากวรรณกรรมท่ีได้ศึกษาในงานวิจัยนี้จะเน้นในเรื่องของการออกแบบ Kernel ท่ีเหมาะสม 
เพื่อทำภาพให้คมชัด (Image Deblurring) โดยแบ่งออกเป็น 2 กลุ่ม หลักๆ ประกอบด้วย  

1. กระบวนการปรับปรุงภาพระดับต่ำ (Low Level Processing) โดยใช้การประมาณค่า
แบบ Convolutional และกระบวนการประมวลผลด้วยความน่าจะเป็น (Probabilistic)  

2. กระบวนการปรับปรุงภาพระดับสูง  (High Level Processing) โดยใช้การประมวลผล
ด้วยโครงข่ายประสาทเทียม Convolutional Neural Networks  (CNNs) และเครือข่ายแบบ 
Generative Adversarial Networks (GANs ซึ่งจะมีงานวิจัยท่ีโดดเด่นหลายงานท่ีใช้รูปแบบและวิธี
ดังกล่าว โดยมีรายละเอียดดังต่อไปนี้ 

2.7.1 กระบวนการปรับปรุงภาพระดับต่ำ (Low Level Processing) โดยใช้การประมาณ
ค่าแบบ Convolutional และการปรับปรุงภาพด้วยความน่าจะเป็น (Probabilistic) 

1. การปรับปรุงภาพโดยใช้การประมาณค่าแบบ Convolutional 
ภาพเบลอยังคงเป็นปัญหาสำคัญท่ีมักเกิดขึ้นจากหลายสาเหตุ เช่น ภาพถ่ายท่ีอยู่ภายใต้

สภาวะแสงน้อยหรือสถาณการณ์ท่ีมีแสงไม่เพียงพอ รวมถึงการเปิดรับแสงนานๆ [27], [30]  มีการ
เคล่ือนไหวสัมพัทธ์ท่ีเกิดจากกล้องและฉาก [30, 32] การเคล่ือนท่ีของวัตถุและอาจเกิดการส่ันของ
กล้อง โดยเฉพาะอย่างยิ่งการถ่ายภาพจากกล้องขนาดเล็กท่ีมีความละเอียดสูงและมีน้ำหนักเบา [26] 
จึงส่งผลให้ได้ภาพเบลอและเป็นท่ีน่าผิดหวัง รวมไปถึงการทำให้สูญเสียข้อมูลท่ีไม่สามารถหลีกเล่ียงได้ 
[37] ดังนั้นจึงได้มีการปรับปรุงภาพถ่ายหรือภาพวิดีโอเหล่านี้ให้มีความคมชัดขึ้น โดยใช้ทฤษฎีการ
ฟื้นฟูภาพดิจิทัล (Image Restoration) ซึ่งเป็นส่วนหนึ่งของคอมพิวเตอร์วิชัน (Computer Visions) 
ซึ่งเป็นท่ีรู้ จักกันอย่างแพร่หลายในระบบประมวลผลรูปภาพดิจิทัล (Digital Image Processing 
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System) มาใช้ในการปรับปรุงคุณภาพของภาพให้สูงขึ้นตามเป้าหมายท่ีต้องการ ซึ่งได้รับความสนใจ
เป็นอย่างมากในการทำวิจัยเกี่ยวกับคอมพิวเตอร์วิทัศน์มาจนถึงปัจจุบันนี้ 

สำหรับวิธีการปรับปรุงภาพเบลอในช่วงแรกส่วนใหญ่จะใช้เทคนิคเชิงตัวเลขเป็นเครื่องมือใน
การกู้ คืนภาพดิจิทัลกับวัตถุ ท่ี เส่ือมสภาพ และใช้กระบวนการสร้างภาพด้วยแบบจำลองการ
เส่ือมสภาพก่อนทำการฟื้นฟูภาพด้วยเทคนิคแบบ Fourier, Linear Algebraic และเทคนิค Non-
Linear Algebraic ซึ่งเกิดขึ้นในปี ค.ศ.1977 ในงานวิจัยของ Andrews [38] ต่อมาพบว่าการปรับปรุง
ภาพเบลอยังมีอีกหลายรูปแบบท่ีสามารถนำมาใช้กับภาพได้หลายประเภท เช่น ภาพนิ่ ง 
ภาพเคล่ือนไหวหรือวิดีโอ ภาพจากกล้องวงจรปิดและกล้องขนาดเล็ก อย่างไรก็ตามภาพเบลอท่ี
เกิดขึ้นส่วนใหญ่จะเกิดได้หลายสาเหตุ อาทิเช่น เกิดจากอุปกรณ์ เกิดจากความต้ังใจเพื่อนำไปใช้งาน
ในรูปแบบต่างๆ หรือเกิดจากสภาวะแวดล้อมต่างๆ ดังนั้นจึงถูกนำมาแบ่งประเภทออกเป็นลักษณะ
ต่างๆ ได้ดังนี้ [39] 

1. ภาพเบลอจากการส่ันของกล้อง Camera Shake (Camera Motion Blur)  
2. ภาพเบลอจากการเคล่ือนไหวของวัตถุ Object Movement (Object Motion Blur)  
3. ภาพเบลอท่ีไม่อยู่ในโฟกัส Out of Focus (Defocus Blur)  
4. ภาพเบลอท่ีเกิดจากการผสมกันท้ังการส่ันสะเทือนและการเคล่ือนไหว Combinations 

(Vibration & Motion)  

 

ภาพท่ี 2.21 ลักษณะการเบลอประเภทต่างๆ  

 จากภาพท่ี 2.21 แสดงให้เห็นถึงลักษณะของการเบลอ [39] ในแต่ละประเภทท่ีมีอยู่ใน
ปัจจุบัน ดังนั้นรูปแบบของการเบลอถูกแบ่งออกเป็น 2 แบบ คือ การเบลอแบบสม่ำเสมอ (Uniform) 
และการเบลอแบบไม่สม่ำเสมอ (Non-uniform) โดยมีรายละเอียดดังนี้ 
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  การเบลอแบบสม่ำเสมอ (Uniform) คือ ทุกๆ พิกเซลของภาพจะมีการเบลอท่ีเท่าๆ 
กันและไปในทิศทางเดียวกัน  
  การเบลอแบบไม่สม่ำเสมอ (Non-uniform) คือ พิกเซลเบลอจะมีความแตกต่างกัน
ในแต่ละพื้นท่ี และเป็นไปคนละทิศทางซึ่งอาจจะเกิดจากการส่ันของกล้องหรือสภาวะอากาศ และ
สัญญาณรบกวนท่ีไม่สม่ำเสมอ ซึ่งเป็นท่ีนิยมในการนำไปใช้สำหรับงานวิจัยเกี่ยวกับการเบลอภาพ
เด่ียวแบบ Blind Deblurring [40-43] 

ด้วยเหตุนี้จึงมีนักวิจัยหลายๆ คน จึงได้นำแบบจำลองของภาพเบลอมาเพื่อใช้สำหรับการ
ปรับปรุงภาพให้คมชัด ด้วยแบบจำลองพื้นฐานท่ีใช้กันท่ัวไป 

 

ภาพท่ี 2.22 โครงสร้างแบบจำลองภาพเบลอและการปรับปรุงภาพเบลอท่ัวไป 

จากภาพท่ี 2.22 โครงสร้างแบบจำลองภาพเบลอและการปรับปรุงภาพเบลอท่ัวไปซึ่งสามารถ
นำมาสร้างเป็นแบบจำลองภาพเบลอในการหาสมการเชิงเส้นได้ดังต่อไปนี้ 

จากสมการท่ี 2.11 กำหนดให้ 𝐵 คือภาพเบลอ ส่วน 𝐾 เป็นเคอร์เนล 𝐿 คือภาพแฝง และ 𝑁 
เป็นสัญญาณรบกวน ในส่วนของ  เป็นตัวดำเนินการในกระบวนการ Convolution จาก
กระบวนการข้างต้นสามารถหาภาพเบลอได้จากการประมาณค่าเคอร์เนล 𝐾 มา Convolution กับ
ภาพแฝง 𝐿 โดยเพิ่มสัญญาณรบกวน 𝑁 เข้าไปในกระบวนการเบลอ แล้วจึงได้ภาพเบลอ 𝐵  

จากสมการข้างต้นจึงได้ถูกนำมาใช้ในการปรับปรุงภาพเบลอกันอย่างแพร่หลายจนถึงปัจจุบัน 
โดยแบ่งออกเป็น 2 แบบ ได้แก่ วิธีการปรับปรุงภาพเด่ียวแบบ Blind Deconvolution และแบบ 
Non-Blind Deconvolution [44, 45] ซึ่งเป็นวิธีท่ีนักวิจัยหลายคนได้ให้ความสนใจโดยนำรูปแบบ
การเบลอมาตรฐานไปใช้ในการสร้างอัลกอริทึมหรือเทคนิคต่างๆ สำหรับการกู้คืนภาพเบลอให้มีความ
ชัดเจนยิ่งขึ้น 

𝐵 = 𝐾 ⊗ 𝐿 + 𝑁 (2.11) 
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ในงานวิจัยของ Fergus ปี 2006 [26] ได้นำเสนอวิธีการลดการส่ันของกล้องจากภาพเด่ียว 
โดยใช้เทคนิคใหม่ในการลบเอฟเฟกต์การส่ันของกล้องออกจากภาพ ซึ่งเป็นผลมาจากการปรับปรุง
จากงานวิจัยก่อนหน้านี้ โดยใช้ประโยชน์จากการวิจัยล่าสุดท่ีเกี่ยวกับสถิติของภาพธรรมชาติด้วยการ
ไล่ระดับสีของภาพท่ีเฉพาะเจาะจงมากขึ้น จากนั้นทำการต่อยอดงานวิจัยของ Miskin และ MacKay 
ในปี 2000 โดยใช้ Bayesian ในการหาความน่าจะเป็นของค่าเคอร์เนล โดยใช้อัลกอริทึมสำหรับสร้าง
ภาพใหม่ซึ่งแบ่งออกเป็น 2 ขั้นตอนหลักๆ ได้แก่ การประมาณค่าเคอร์เนลเบลอจากภาพท่ีนำเข้ามา 
ด้วยกระบวนการประมาณค่าแบบหยาบไปถึงละเอียดเพื่อเป็นการหลีกเล่ียงค่าต่ำสุด และใช้การ
ประมาณค่าเคอร์เนลด้วยอัลกอริธึมมาตรฐานแบบ Deconvolution เพื่อประเมินค่าภาพแฝง ซึ่งได้
นำมาชุดข้อมูลภาพเบลอมาจาก Omar Khan และคณะ ผลลัพธ์ท่ีได้แสดงให้เห็นว่าวิธีการท่ีนำเสนอ
สามารถปรับปรุงภาพเบลอท่ีได้ท้ังขนาดเล็กและขนาดใหญ่ในเวลาไม่กี่วินาที อีกท้ังยังมีความคมชัด
กว่าวิธีก่อนหน้านี้อย่างมีนัยสำคัญ  
 ในปี ค.ศ. 2016 Ren และคณะ [46] ได้ศึกษาการประมาณค่าเมทริกซ์ระดับต่ำเกี่ยวกับการ
กู้คืนภาพเบลอแบบภาพเด่ียว ซึ่งถูกนำมาใช้แก้ปัญหาแบบ Bild Deconvolution จึงได้เสนอ
อัลกอริทึมใหม่สำหรับการปรับปรุงภาพในระดับต่ำก่อนการกู้คืนภาพเบลอ โดยการวิเคราะห์ผลการ
ประมาณค่าเมทริกซ์ระดับต่ำ (LRMA) ของภาพเบลอแบบ Blind และใช้อัลกอริทึมแบบใหม่ โดยใช้
คุณสมบัติของความเข้มภาพและการไล่ระดับสีในระดับต่ำของแพทช์ภาพ สำหรับการกู้คืนภาพ  
ระดับกลางด้วยการประมาณค่าเคอร์เนล โดยการย่อขนาดมาตรฐานแบบถ่วงน้ำหนัก (WNNM) จึงทำ
ให้สามารถลดรายละเอียดพื้นผิวและจุดเล็กๆ ได้ โดยใช้ชุดข้อมูลมาตรฐานของ Levin ปี 2009 และ 
Sun ปี 2013 ผลการทดลองเมื่อนำอัลกอริทึมไปใช้กับชุดข้อมูลมาตรฐานท้ัง 2 ชุด โดยการวัดค่า 
PSNR ค่า SSIM และค่า KSIM กับภาพในรูปแบบต่างๆ พบว่าอัลกอริทึมท่ีนำเสนอนี้สามารถทำงาน
ได้ดีกว่าวิธีอื่นเมื่อเทียบกับวิธีการลบเลือนท่ีล้ำสมัย โดยมีค่าเป็น 22.56, 0.68 และ 0.60 ตามลำดับ 

และในปี ค.ศ. 2018 Pan และคณะ [28] ได้เสนออัลกอริธึมท่ีใช้สำหรับการกู้คืนภาพผ่าน
ช่องสัญญาณมืด (Dark Channel) เพื่อจัดการกับภาพธรรมชาติ ข้อความ ภาพใบหน้าและภาพท่ีมี
แสงน้อย โดยใช้วิธีการทางคณิตศาสตร์ในการแบ่งครึ่งกำลังสอง (Half-Quadratic Splitting) เพื่อ
เพิ่มค่าพิกเซลช่องสัญญาณมืด (Dark Channel) โดยใช้ชุดข้อมูลภาพมาตรฐาน 3 ชุด ได้แก่ ชุดข้อมูล
ของ Levin ปี 2009, ชุดข้อมูลของ Kohler ปี 2012 และชุดข้อมูลของ Sun ปี 2013 ผลลัพธ์ท่ีได้
จากการทดลองพบว่าเมื่อนำอัลกอริทึมไปใช้กับชุดข้อมูลมาตรฐานท้ัง 3 ด้วยการวัดค่า PSNR พบว่ามี
ค่าเฉล่ียโดยรวมสูงกว่าวิธีการกู้คืนภาพด้วยวิธีการอื่นๆ อีกท้ังยังสามารถนำไปใช้ในการปรับปรุงภาพ
เบลอท่ีไม่สม่ำเสมอ 

 
 



 

 

 30 
 

2. กระบวนการประมวลผลด้วยความน่าจะเป็น (Probabilistic)  
ในกระบวนการปรับปรุงภาพมีรูปแบบและเทคนิคท่ีใช้ในหลากหลายวิธี ท่ีจะทำให้ภาพเบลอ

กลับมามีคุณภาพและสามารถนำไปใช้งานได้การปรับปรุงภาพแบบ  Blind Deconvolution และ 
Non-blind Deconvolution ยังคงเป็นอีกวิธีท่ีได้รับความนิยมในการปรับปรุงภาพเบลอท้ังท่ีเป็น
ภาพนิ่งและภาพเคล่ือนไหว สำหรับวิธีที่นิยมใช้มากท่ีสุดคือ MAP และ Bayesian 

การหาค่าสูงสุดแบบ Maximum a Posteriori (MAP) [47-49] 
 วิธีการแก้ปัญหาด้วย Blind Deconvolution ยังคงมีข้อจำกัดท่ีเกี่ยวกับโดเมนความถ่ีในภาพ
หรือรูปแบบการเรียนรู้โมเดลด้วยการประมาณค่าพารามิเตอร์ (Parameter Estimation) ดังนั้นใน
การเรียนรู้โมเดลต่างๆ จึงจำเป็นต้องหาค่าถ่วงน้ำหนัก Weight หรือ Parameter ท่ีมีความเหมาะสม
กับการประมาณค่าข้อมูลท่ีต้องการเรียนรู้มากท่ีสุด [46] โดยใช้ทฤษฏีของเบย์ (Bayesian) มาใช้ใน
การคำนวณหาความน่าจะเป็นจากสูตรการคำนวณดังต่อไปนี้  

𝑃(𝐴/𝐵) = 𝑃(𝐵/𝐴)𝑃(𝐴)/𝑃(𝐵) (2.12) 

   โดยท่ี 𝑃(. ) คือค่าความน่าจะเป็น และ 𝐴 คือค่าของ 𝑊 (Weight) แล้ว 𝐵 คือชุดข้อมูล 𝑋 
จากนั้นนำมาเขียนเป็นสมการใหม่ได้ดังนี้ 

𝑃(𝑊/𝑋) = 𝑃(𝑋/𝑊)𝑃(𝑊)/𝑃(𝑋) (2.13) 

ซึ่งในทฤษฎี Bayesian ค่าของ 𝑃(. ) จะแทนค่าด้วย 
 - 𝑃(𝑊|𝑋)  เรียกว่า Posterior 

- 𝑃(𝑋|𝑊)  เรียกว่า Likelihood 
- 𝑃(𝑊)      เรียกว่า Prior 
- (𝑋)       เรียกว่า Evidence 

 จากสมการท่ี 2.13 แสดงให้เห็นถึงวิธีการหาค่าสูงสุดของ Posterior ซึ่งจะแทนค่าในการ
คำนวณเท่ากับ 𝑃(𝑋/𝑊)𝑃(𝑊)/𝑃(𝑋) โดยท่ี 𝑊 มีค่าเป็น 

𝑊 =  𝑎𝑟𝑔𝑚𝑎𝑥 (𝑊)𝑃(𝑋/𝑊)𝑃(𝑊)/𝑃(𝑋) (2.14) 

 เนื่องจากค่า 𝑃(𝑋) เป็นค่าบวกและไม่ขึ้นอยู่กับค่า 𝑊 จึงทำให้การหาค่าอาร์กิวเมนต์ของ
ค่าสูงสุด 𝑎𝑟𝑔𝑚𝑎𝑥 สามารถตัดค่า 𝑃(𝑋) ออกได้ ดังนั้นจึงมีค่าเป็น  

𝑊 =  𝑎𝑟𝑔𝑚𝑎𝑥 (𝑊)𝑃(𝑋/𝑊)𝑃(𝑊) (2.15) 
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 จากนั้นจึงจะสามารถหาค่าอาร์กิวเมนต์สูงสุดของ Posterior ได้ ดังนั้นในการเรียนรู้โมเดล
ด้วยการหาค่าสูงสุดแบบ Maximum a Posteriori (MAP) จึงถูกพัฒนาขึ้นเพื่อนำเฟรมเวิร์ก MAP มา
ช่วยเพิ่มประสิทธิภาพในระดับหยาบไปจนถึงละเอียด [26, 28, 30, 47, 48, 50-52] 
 ในปี ค.ศ. 2007 Jia และคณะ [47] ได้เสนอวิธีการจำแนกการปรับปรุงภาพเบลอด้วยการ
ประมาณค่าการกรองและกระบวนการ Deconvolution ภาพ โดยได้เสนออัลกอริทึมใหม่สำหรับการ
ประมาณค่ากรองภาพเบลอจากการเคล่ือนไหวของภาพเด่ียว เพื่อกู้คืนท้ังภาพเบลอท่ีเกิดจากการ
เคล่ือนไหวของกล้องและการเคล่ือนท่ีของวัตถุ ซึ่งใช้วิธีวิเคราะห์การเส่ือมโทรมของภาพและความ
โปร่งใส่ท่ีเกี่ยวข้อง โดยใช้ตัวกรองเบลอมากำหนดความโปร่งใสในขอบเขตของวัตถุ อีกท้ังยังใช้วิธีการ
ประมาณค่าการกรอง โดยใช้ Maximum a Posteriori (MAP) ในการคำนวณเพื่อเพิ่มประสิทธิภาพ
ให้กับพื้นท่ี ท่ีโปร่งใส จากนั้นใช้วิธีการของ Lucy – Richardson (L-R) ในการคืนค่าภาพเบลอ 
(Deconvolution) จากผลการทดลองพบว่า ภาพท่ีมีความสว่างน้อยเมื่อนำไปคำนวณด้วยค่าความ
โปร่งใสด้วยวิธีของ L-R สามารถทำงานได้ดี และในส่วนของภาพเคล่ือนไหว เมื่อนำไปคำนวณด้วยค่า 
Alpha Matte บนพื้นท่ีท่ีโปร่งใสจะสามารถทำให้ภาพมีความชัดเจนเพิ่มขึ้น 
 และในปีต่อมา Shan และคณะ [30] ได้นำเสนออัลกอริทึมใหม่ท่ีใช้สำหรับลบภาพเบลอท่ี
เกิดจากการเคล่ือนไหวออกจากภาพเด่ียวท่ีมีคุณภาพสูง โดยใช้เทคนิคท่ีเพิ่มประสิทธิภาพและเป็น
ประโยชน์อยู่ 3 ประการ ได้แก่ ประการแรกจะช่วยให้สร้างรูปแบบใหม่โดยใชฟังก์ชันการกระจายจุด
คงท่ีของการเปล่ียนแปลงเชิงเส้น Point Spread Function (PSF) ซึ่งจะช่วยในการแยกข้อผิดพลาด
ท่ีเกิดขึ้นระหว่างการประเมินสัญญาณรบกวนของภาพและการประมาณค่าเคอร์เนลเบลอ ประการท่ี
สอง สามารถจำกัดความเรียบเนียนแบบใหม่ท่ีสามารถกำหนดให้กับภาพท่ีมีค่าความคมชัดต่ำ ซึ่งจะมี
ประสิทธิภาพมากในการลดจุดท่ีเกิดขึ้นในภาพและบริเวณใกล้เคียง แต่อาจจะมีผลกระทบในขั้นตอน
ของการปรับแต่งเคอร์เนล และประการสุดท้าย อัลกอริทึมจะถูกปรับให้มีความเหมาะสม โดยใช้ 
Maximum a Posteriori (MAP) สำหรับเพิ่มประสิทธิภาพโดยใช้รูปแบบและเทคนิคท่ีมีประสิทธิภาพ
ขั้นสูงโดยเน้นเกี่ยวกับการคำนวณในโดเมนความถี่ โดยใช้ชุดข้อมูลของ Levin และคณะ ปี 2007 
จากการทดลองสามารถสร้างผลลัพธ์ท่ีมีการเบลอคุณภาพสูงได้โดยใช้เวลาในการประมวลผลต่ำกว่า
เมื่อเทียบกับวิธีการของ RL และ Levin และคณะ ในปี 2007 
 



 

 

 32 
 

 

ภาพท่ี 2.23 ภาพรวมของอัลกอริทึมท่ีใช้ในการกู้คืนภาพเบลอ [30] 

จากภาพท่ี 2.23 ด้วยภาพเบลอและการประมาณค่าเคอร์เนลเริ่มต้น วิธีการท่ีนำเสนอจะเป็น
การประเมินค่าภาพแฝง โดยการตรวจสอบค่าความผิดปกติ (Error) ท่ีเกิดขึ้นภายในภาพหากมีค่าน้อย
กว่าค่า Threshold จะถูกนำกลับไปประมาณค่าใหม่ด้วยวิธีการทำซ้ำและปรับแต่งเคอร์เนลเบลอ
จนกว่าจะครอบคลุมท่ัวทั้งภาพ ก่อนจะได้ภาพท่ีถูกการเบลอหรือภาพท่ีชัดเจน 

นอกจากนี้ยังมีวิธีการหาส่วนต่างสูงสุดของพื้นท่ีแบบ Local Maximum Difference (LMD) 
[53] โดยหาค่าผลรวมสูงสุดของพิกเซลท่ีมีความแตกต่างกันระหว่างความเข้มของพิกเซลกับพื้นท่ี
โดยรอบของแพทช์ภาพ ด้วยการประมาณค่าเคอร์เนลเบลอก่อนนำมาลดค่าความเข้มตาม
กระบวนการเบลอ จากนั้นได้นำมาตัวดำเนินการเชิงเส้นมาคำนวณหาค่า LMD และใช้ข้อจำกัดของ 
L1 norm ท่ีเกี่ยวข้องกับ LMD มาช่วยเพิ่มประสิทธิภาพด้วยวิธีการ  Half-Quadratic Splitting เพื่อ
ลดปัญหาการนูนของภาพให้น้อยท่ีสุด [49, 53] 

ในปี ค.ศ. 2020 Liu และคณะ [53] ได้เสนออัลกอริทึมสำหรับการปรับปรุงภาพเบลอแบบ 
Blind จากภาพธรรมชาติผ่านส่วนต่างสูงสุดในพื้นท่ี Local Maximum Difference (LMD) โดยหา
ค่าผลรวมสูงสุดของพิกเซลท่ีมีความแตกต่างกันระหว่างความเข้มของพิกเซลนั้นกับ 8 พิกเซลโดยรอบ
ในแพทช์ภาพด้วยการประมาณค่าเคอร์เนลเบลอ ก่อนนำมาลดค่าความเข้มตามกระบวนการเบลอ 

จากนั้นได้นำมาตัวดำเนินการเชิงเส้นมาคำนวณหาค่า LMD และใช้ข้อจำกัดของ L1 norm 
ท่ีเกี่ยวข้องกับ LMD มาช่วยเพิ่มประสิทธิภาพด้วยวิธีการ  Half-quadratic splitting ในการจัดการ
กับภาพเพื่อลดปัญหาการนูนของภาพให้น้อยท่ีสุด และใช้วิธีกู้คืนภาพแบบ Non-blind เพื่อให้ได้ภาพ
ท่ีชัดเจนท่ีสุดในขั้นตอนสุดท้าย โดยใช้ชุดข้อมูลท้ังภาพสังเคราะห์และภาพจริงจำนวน 4 ชุดข้อมูล
ประกอบด้วย ชุดข้อมูลของ Levin 2009, Kohler 2012, Pan 2016 และ Lai 2016 จากผลการ
ทดลองเมื่อนำวิธีท่ีนำเสนอไปประเมินประสิทธิภาพมาตรฐาน โดยการเปรียบเทียบค่า Error Ratio มี
ค่าประมาณ 1.20 ซึ่งมีค่าเฉล่ียต่ำกว่าวิธีการอื่นๆ ทำให้ภาพท่ีได้ใกล้เคียงกับภาพท่ีคมชัด และการหา
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ค่าเฉล่ีย PSNR และค่าเฉล่ีย SSIM ซึ่งมีค่าเป็น 31.97 และ 0.91 ตามลำดับ พบว่ามีค่าเฉล่ียสูงกว่า
วิธีการอื่นๆ อย่างมีนัยสำคัญ 

 

ภาพท่ี 2.24 การปรับปรุงภาพด้วย LMD [53] 

 จากภาพท่ี 2.24 เป็นการปรับปรุงภาพด้วยวิธี  LMD เริ่มจาก Input ภาพเบลอเข้าสู่
อัลกอริทึมท่ีสร้างขึ้น โดยในกรอบสีเทาจะเป็นการประมาณค่าเคอร์เนลเบลอ หลังจากผ่านการ
ประมาณค่าเบลอท่ีดีท่ีสุด จะใช้วิธีการเบลอภาพแบบ Non-Blind เพื่อกู้คืนภาพเบลอให้ชัดเจนใน
ขั้นตอนสุดท้าย 
 จากนั้น Hu และคณะ [49] ได้ศึกษาเกี่ยวกับปัญหาการปรับปรุงภาพเบลอโดยถูกนำมาแก้ไข
ด้วยวิธีการต่าง ๆ อย่างเหมาะสม ซึ่งพบว่าผลงานก่อนหน้านี้อาจจะใช้ Sparse Priors สำหรับเคอร์
เนลเบลอหรือภาพแฝง รวมถึงข้อจำกัดเพียงเล็กน้อย (Sparse Constraints) และ Normalized 
Sparsity Prior ในการปรับปรุงภาพ โดยใช้เฟรมเวิร์กของ Maximum a Posteriori Framework 
(MAP) ดังนั้นจึงได้เสนอวิธีการปรับปรุงภาพเบลอผ่านความเข้มสูงสุดของส่วนท่ีได้รับการปรับปรุง  
Enhanced Local Maximum Intensity Prior (ELMI) โดยใช้การผสมผสานระหว่างความเข้มสูงสุด
ในพื้น Local Maximum Intensity (LMI) และการไล่ระดับสีสูงสุดของพื้นท่ี  Local Maximum 
Gradient (LMG) จากนั้นทำการตรวจสอบภาพเบลอท่ีสอดคล้องกันซึ่งค่า ELMI จะลดลงตาม
กระบวนการเบลอ ซึ่งเคอร์เนลเบลอจะถูกประมาณค่าก่อนและใช้วิธีการปรับปรุงภาพแบบ Non-
Blind กับภาพท่ีชัดเจน โดยใช้ชุดข้อมูลสังเคราะห์และภาพจริงท้ังหมด 4 ชุด ประกอบด้วยชุดข้อมูล 
ของ Pan (2017), Levin (2011), Kohler (2012) และ Lai (2014) จากผลการทดลองได้นำวิธีท่ี
เสนอไปเปรียบเทียบกับอัลกอริทึมท่ีล้ำสมัยด้วยการวัดค่าเฉล่ีย Error Ratio, PSNR และ SSIM กับชุด
ข้อมูลสังเคราะห์ (Synthetic Datasets) พบว่าวิธีท่ีนำเสนอเมื่อเปรียบเทียบกับชุดข้อมูลดังกล่าวจะมี
ค่าเฉล่ีย PSNR และค่าเฉล่ีย SSIM สูงกว่าวิธีอื่นๆ อีกท้ังยังลดจุดต่างๆได้น้อยลง ในส่วนของชุด
ข้อมูลภาพจริง (Real Images) เมื่อเปรียบเทียบกับวิธีการท่ีนำเสนอพบว่าสามารถปรับภาพได้ชัดเจน
และมีรายละเอียดท่ีคมชัดขึ้นกว่าวิธีอื่นๆ อีกท้ังยังทำให้จุดในภาพลดลงด้วย 
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การแปลงฟูเรียร์อย่างรวดเร็ว (Fast Fourier Transform: FFT) 
ในการประมวลผลภาพทางคอมพิวเตอร์วิชัน (Computer Vision) จำเป็นท่ีจะต้องใช้การวิธี

คำนวณเข้ามาช่วยในการประมวลผลเพื่อทำให้ได้ค่าท่ีมีความถูกต้องและรวดเร็ว ในการประมวลผล
จะต้องใช้เวลาในการคำนวณท่ีมีความแม่นยำและรูปแบบท่ีซับซ้อน ซึ่งอาจขึ้นอยู่กับปัจจัยหลายอย่าง
เพื่อทำให้ได้ผลลัพธ์และใช้เวลาในการประมวลผลน้อย เช่น ขนาดของภาพท่ีนำมาประมวลผลและ
ความยาวของชุดข้อมูล ดังนั้นอัลกอริทึมท่ีใช้ในการแปลงสัญญาณโดเมนความถ่ีจึงมีอยู่หลายวิธีท่ีนิยม
นำมาใช้งาน สำหรับการแปลงฟูเรียร์อย่างรวดเร็ว (Fast Fourier Transform: FFT) [37, 41] เป็น
อัลกอริทึมในการการแปลงสัญญาณแบบไม่ต่อเนื่อง (Discrete Fourier Transform : DFT) ท่ีมีความ
ซับซ้อนซึ่งจะช่วยให้การคำนวณเร็วขึ้นและจะทำให้ความผิดพลาดสะสมในการคำนวณลดลง จึงเป็น
อีกวิธีหนึ่งท่ีผู้วิจัยนิยมนำมาใช้คำนวณ 

Cho และ Lee  [37] ได้ใช้วิธีการปรับปรุงภาพเบลอจากภาพเดียวท่ีมีขนาดกลาง เพื่อให้ได้
ภาพผลลัพธ์ที่รวดเร็วในเวลาไม่กี่วินาที โดยใช้วิธีการเร่งความเร็วทั้งการประมาณค่าภาพแฝงและการ
ประมาณค่าเคอร์เนลในกระบวนการทำซ้ำ ด้วยขั้นตอนการทำนายแบบใหม่ท่ีทำงานกับอนุพันธ์ของ
ภาพมากกว่าค่าพิกเซล ซึ่งในขั้นตอนการทำนายได้ใช้เทคนิคในการทำนายขอบภาพจากการประมาณ
ค่าภาพแฝงใช้วิธีการคำนวณแบบ Gaussian Prior สำหรับขั้นตอนการประมาณค่าเคอร์เนล และได้
กำหนดฟังก์ชันการแปลงแบบ Fourier Transforms ในการคำนวณท่ีเหมาะสมกับอนุพันธ์ของภาพ
เพื่อเร่งความเร็วในการประมวลผล จากนั้นใช้วิธีการไล่ระดับสีแบบ Conjugate โดยใช้ชุดข้อมูลของ 
Levin และคณะ ในปี ค.ศ. 2009 [50] ผลการทดลองแสดงให้เห็นว่าวิธีการท่ีนำเสนอสามารถทำงาน
ตามลำดับความสำคัญได้ดีและใช้เวลาในการประมวลผลน้อยกว่าวิธีท่ีผ่านมา ในขณะท่ีคุณภาพของ
การเบลอนั้นสามารถเทียบเคียงได้กับการใช้งานจริง  

 

 

ภาพท่ี 2.25 ภาพรวมของกระบวนการปรับปรุงภาพเบลอและขั้นตอนการทำซ้ำ [37] 
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จากภาพท่ี 2.25 แสดงให้เห็นถึงกระบวนการปรับปรุงภาพโดยเริ่มจากการนำภาพเบลอมา
ผ่านขั้นตอนการทำนายขอบภาพ ก่อนนำไปประมาณค่าเคอร์เนลและทำการ Deconvolution ภาพ 
และในส่วนของการทำซ้ำจากภาพจะเห็นได้ว่ามีการทำซ้ำถึง 5 ครั้งกว่าจะได้ภาพ Output ตามท่ี
ต้องการ 

ต่อมาในปี ค.ศ. 2011 M. Hirsch และคณะ [41] ได้เสนออัลกอริทึมในการเบลอภาพเด่ียว
แบบ Blind Deblurring สำหรับลบภาพเบลอจากการเคล่ือนไหวท่ีไม่สม่ำเสมอท่ีเกิดจากการส่ันของ
กล้อง โดยใช้เฟรมเวิร์กของ Efficient Filter Flow (EFF) ท่ีมีข้อจำกัดในการส่ันของกล้องจาก
โครงสร้างแบบจำลอง Projective Motion Path Blur (PMPB) และทำการ Convolution ของแต่
ละแพทช์ภาพด้วยการแปลงฟูเรียร์เร็วแบบส้ัน (Fast Fourier Transform: FFT) เพื่อเร่งความเร็วใน
การคำนวณ จากนั้นประมาณค่าเคอร์เนลเพื่อทำนายภาพเบลอและนำไปไล่ระดับสีด้วย R-map ก่อน
นำมาผ่านกระบวนการหมุนด้วยอัลกอริทึมท่ีสร้างขึ้นและ Deconvolution ภาพเพื่อให้ได้ภาพ
สุดท้ายท่ีมีความคมชัด โดยใช้ชุดข้อมูลจาก Real-World Dataset ผลลัพธ์ที่ได้จากการทดลองพบว่า
อัลกอริทึมท่ีสร้างขึ้นมาใหม่มีการประมวลผลเร็วขึ้นและยังประสิทธิภาพมากกว่าวิธีท่ีล้ำสมัยก่อนหน้า
นี้อย่างมีนัยสำคัญ 

2.7.2 กระบวนการปรับปรุงภาพระดับสูง (High Level Processing)โดยใช้การประมวลผล
ภาพด้วยโครงข่ายประสาทเทียม Convolutional Neural Networks  (CNNs) และเครือข่ายแบบ 
Generative Adversarial Networks (GANs) 

การปรับปรุงภาพด้วยการเรียนรู้ เชิงลึก (Deep Learning) ได้เข้ามามีบทบาทในการ
ประมวลผลภาพซึ่งแสดงประสิทธิภาพได้ดีและมีความซับซ้อนมากขึ้น จึงได้นำมาช่วยในการปรับปรุง
ภาพให้มีความแม่นยำและถูกต้อง ซึ่งได้อธิบายไว้ในหัวข้อท่ี 2.2 อีกท้ังยังมีงานวิจัยอื่นๆ ท่ีได้นำ
โครงข่ายประสาทเทียม Neural Network (NN) และ Generative Adversarial Networks (GANs) 
[54-57] สำหรับการปรับปรุงคุณภาพของภาพในงานวิจัย  

1. การประมวลผลภาพด้วยโครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolution Neural 
Networks: CNN) 

โครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolution Neural Network: CNN) ถูกนำมาใช้
อย่างแพร่หลายท้ังในด้านการคำนวณทางคณิตศาสตร์ สถิติ การประมวลผลสัญญาณ และการ
ประมวลผลภาพ (Computer Vision) ซึ่งการคอนโวลูชันจะเป็นการเปล่ียนแปลงฟังก์ชัน (𝑓) เมื่อมี
ฟังก์ชันอื่นๆ เข้ามา ดังนั้น CNN จะเลือกเอาเฉพาะลักษณะเด่น (Feature Extraction) จากโมเดลท่ี
ผ่านการเรียนรู้ของชุดข้อมูลได้ด้วยตัวเองมาใช้งาน ด้วยเหตุนี้ CNN จึงเป็นท่ีนิยมนำมาใช้สำหรับการ
ประมวลผลในงานวิจัยต่างๆ ซึ่งมีงานวิจัยท่ีโดดเด่นท่ีนำเอา CNN มาใช้ดังต่อไปนี้ 
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T. M. Nimisha และคณะ [54] ได้เสนอวิธีการปรับปรุงภาพเบลอจากค่าไม่คงท่ีแบบ Blind 
Deblurring ด้วยกระบวนการเรียนรู้เชิงลึก (Deep learning) โดยใช้ CNN ช่วยอำนวยความสะดวก
กับการปรับปรุงภาพเบลอแบบ End-to-End ซึ่งไม่จำเป็นต้องมีการสร้างแบบจำลอง โดยใช้วิธีการฝัง
ลงในกระบวนการเรียนรู้ ด้วยการเข้ารหัสแบบอัตโนมัติ (Autoencoder) และ GAN และใช้ชุดข้อมูล
มาตรฐานจาก L. Sun 2013 และ Pascal VOC 2012 Dataset ผลลัพธ์ที่ได้จากการทดลองถูกนำมา
เปรียบเทียบในเชิงคุณภาพ เมื่อนำมาวัดค่า PSNR และ MSSIM (Mean SSIM) มีค่าเป็น 30.54 และ 
0.9553 ตามลำดับ และใช้เวลาในการทำงาน 2 นาที ซึ่งเวลาท่ีใช้ดีกว่าอัลกอริทึมท่ีล้ำสมัยอื่นๆ ใน
เชิงปริมาณพบว่าวิธีนี้สามารถหลีกเล่ียงข้อผิดพลาดได้ดีกว่าและทำให้ภาพชัดเจนขึ้นอย่างเห็นได้ชัด
เมื่อเปรียบเทียบกับวิธีอื่นๆ   

X. Tao และคณะ [55] ได้ศึกษาวิธีการปรับปรุงภาพเบลอด้วยเรียนรู้แบบ CNN โดยได้เสนอ
เครือข่ายท่ีเกิดซ้ำตามขนาด Scale-recurrent Network (SRN) สำหรับการทำให้ภาพเบลอหลาย
มาตราส่วน ด้วยการเรียนรู้แบบ CNN เข้ามาช่วยในการแก้ปัญหา ด้วยวิธีการออกแบบโครงสร้างแบบ
สเกลซ้ำ Scale-recurrent Structure และการเข้าและถอดรหัสแบบ Encoder-decoder ResBlock 
Network โดยใช้ชุดข้อมูลของ GoPro Datasets จำนวน 3 ,214 ภาพ และ Kohler Datasets 
จำนวน 48 ภาพ ผลการทดลองได้นำวิธีท่ีนำเสนอไปใช้กับชุดข้อมูลมาตรฐานท้ัง 2 ชุด และได้นำมา
วัดประสิทธิภาพของภาพ (PSNR) และความคล้ายคลึง (SSIM) พบว่ามีค่าเฉล่ียมากกว่าวิธีการอื่นๆ 
อีกท้ังยังใช้เวลาในการงานน้อยกว่าอย่างมีนัยสำคัญ ดังนั้นผลลัพธ์ท่ีเกิดจากการทดลองนี้มีความล้ำ
สมัยว่าวิธีอื่นๆ ท้ังเชิงคุณภาพและเชิงปริมาณ 

Hong และ Choe และคณะ [56] ได้ศึกษาวิธีการปรับปรุงภาพด้วยการเรียนรู้เชิงลึก (Deep 
Learning) เพื่อใช้สำหรับแก้ไขสัญญาณรบกวนซึ่งมีคุณภาพสูงในการสร้างข้อมูลพื้นผิวของรูปภาพ 
ดังนั้นจึงได้เสนอวิธีการลบภาพเบลอแบบ Wasserstein Generative Adversarial Network with 
Gradient Penalty (WGANGP) โดยใช้ความคล้ายคลึงในการรับรู้ ด้วยวิธีการเรียนรู้เชิงลึก (Deep 
Learning) และใช้วิธีการแทนท่ี Loss Function ด้วย Style Loss Function เพื่อรักษารายละเอียด
ข้อมูลขอบภาพ โดยใช้ชุดข้อมูลของ GoPro Large Dataset จำนวน 3,124 ภาพ และ Kohler 
Datasets จำนวน 48 ภาพ ซึ่งท้ังสองชุดได้แบ่งข้อมูลออกเป็นชุดการฝึกฝน (Training Set) และชุด
การทดสอบ (Test Set) โดยปรับค่าความละเอียดลดลงให้ภาพอยู่ในระดับกลางท้ังหมด จากการ
ทดลองเมื่อใช้วิธีทีน่ำเสนอมาประเมินประสิทธิภาพกับชุดข้อมูลของ GoPro Large Dataset ด้วยการ
หาค่าเฉล่ียของ PSNR และ SSIM พบว่ามีค่าเป็น 33.29 และ 0.98 ซึ่งแสดงให้เห็นว่าค่าเฉล่ียสูงกว่า
วิธีการท่ีล้ำสมัยอื่น ๆ และในชุดข้อมูลของ Kohler Datasets มีค่า PSNR เฉล่ียน้อยกว่าแต่ยังมีค่า 
SSIM ท่ีสูงกว่าวิธีอื่นๆ  
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ภาพท่ี 2.26 สถาปัตยกรรมของ Discriminator ใน WGAN-GP [56] 
 จากภาพท่ี 2.26 เป็นสถาปัตยกรรมเดียวกันกับ Patch-GAN โดยจำแนกว่าแต่ละแพทช์ 
𝑁 × 𝑁 ในภาพเป็นของจริงหรือของปลอม ซึ่งจะประกอบด้วยช้ัน Convolutional จำนวน 5 ช้ัน 
และช้ัน Normalization จำนวน 3 ช้ัน ซึ่งจะมีความแตกต่างกัน และในส่วนของตัว LeakyReLU 
Activation จะถูกนำไปใช้กับ Convolutional Layer  
 ในปี ค.ศ. 2019 L. Li และคณะ [57] ได้ศึกษาเกี่ยวกับวิธีการปรับปรุงภาพเบลอโดยใช้การ
เรียนรู้เชิงลึก (Deep Learning) จึงได้เสนออัลกอริทึมท่ีมีประสิทธิภาพในการปรับปรุงภาพเบลอแบบ 
Blind ท่ีขึ้นอยู่กับข้อมูลท่ีนำเข้า ซึ่งใช้วิธีการคำนวณและจำแนกประเภทของภาพท่ีมีขนาดแตกต่าง
กันด้วย CNN จากนั้นนำโมเดลท่ีกำหนดมาฝึกฝนข้อมูลเพื่อให้สามารถจดจำภาพ ด้วยเฟรมเวิร์กแบบ
หยาบไปถึงละเอียด (MAP) และใช้วิธีการคำนวณทางคณิตศาสตร์แบบ (Half-Quadratic Splitting) 
ในการประมาณค่าเคอร์เนล โดยใช้ชุดข้อมูลภาพมาตรฐาน 4 ประเภท จากผลการทดลองพบว่าเมื่อ
นำมาประเมินประสิทธิภาพในเชิงปริมาณและคุณภาพ วิธีท่ีนำเสนอโดยรวมมีค่าเฉล่ียท่ีสูงกว่าวิธีการ
อื่นๆ ท่ีมีความล้ำสมัยอย่างมีนัยสำคัญ  

2. เครือข่ายแบบ Generative Adversarial Networks (GANs)  
เครือข่ายแบบ Generative Adversarial Networks (GANs) [54, 56, 58] ถูกนำเสนอโดย 

Goodfellow ในปี ค.ศ. 2014  โดยใช้สำหรับงานสร้างภาพและเรียนรู้จากการแข่งขันระหว่างโมเดล
โครงข่ายประสาทเทียมสองรุ่น โมเดลโครงข่ายประสาทเทียมสองแบบเรียกว่าตัวสร้าง G และตัว
แบ่งแยก D เป้าหมายของ G คือการสร้างภาพท่ี D ไม่สามารถแยกแยะจากภาพจริงได้ และเป้าหมาย
ของ D คือการแยกความแตกต่างของภาพจริงและภาพท่ีสร้างขึ้น   
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ภาพท่ี 2.27 โครงสร้างของ Generative Adversarial Networks (GANs) [56] 

จากงานวิจัยท่ีผ่านมา [54-56, 58] ได้ใช้หลักการของ CNN และ GANs มาช่วยปรับปรุงภาพ
ท่ีเส่ือมโทรมด้วยการจำแนกประเภทจากกระบวนการเรียนรู้เชิงลึก  [22, 56] โดยใช้อัลกอริทึมและ
ฟังก์ ชัน ท่ีมีความเหมาะสมมาใช้ในการปรับปรุงภาพ เช่น Loss Function, Scale-Recurrent 
Structure และ Encoder-Decoder ResBlock Network [55] สำหรับการทดลองใช้กับชุดข้อมูล
มาตรฐานท่ีแบ่งออกเป็นชุดข้อมูลสำหรับการเรียนรู้ (Training) และสำหรับการทดสอบ (Test) พบว่า
วิธีท่ีใช้ CNN และ GANs เมื่อประเมินประสิทธิภาพด้วยค่า PSNR, SSIM และเวลาในการงาน ผลลัพธ์
ท่ีได้สามารถทำงานได้ดีเมื่อเปรียบเทียบกับวิธีท่ีล้ำสมัย ท้ังเชิงคุณภาพและเชิงปริมาณ 

ในปี ค.ศ. 2017 S. Ramakrishnan และคณะ [58] ได้เสนอวิธี Generative Adversarial 
Network (GAN) ตามสถาปัตยกรรมของการกรองเชิงลึกแบบใหม่ร่วมกับสถาปัตยกรรมท่ีมีความ
หนาแน่นสำหรับปรับปรุงภาพเคล่ือนไหว ซึ่งในกระบวนการทำงานจะถูกแบ่งออกเป็น 2 ส่วน ได้แก่ 
ในส่วนแรกจะใช้ในการออกแบบโครงสร้างและสร้างเฟรมเวิร์กของ  GAN และในส่วนท่ีสองเป็น
ฟังก์ชันในการลดค่าความเสียหายท่ีเกิดในภาพ เป็นการเรียนรู้จากภาพท่ีเส่ือมโทรมโดยใช้ L1 และ 
L2 ท่ี เสียหายจากภาพคมชัดและภาพท่ีแก้ไขเป็นหลัก ก่อนนำค่าท่ีได้มาเปรียบเทียบหาค่า
ประสิทธิภาพ ใช้ชุดข้อมูลท้ังหมด 4 ชุด ประกอบด้วย Places Datasets (2014), GoPro Dataset 
(2017), Lai et al. Dataset (2016) และ Kohler et al. Dataset (2012) ซึ่งใช้เป็นข้อมูลในการ
ทดสอบ (Test) และในส่วนของข้อมูลท่ีใช้ในการเรียนรู้ (Train) ใช้ชุดข้อมูล 3 ชุด ประกอบด้วย 
GoPro Dataset รวมกับ  MS-COCO และ ImageNet Dataset โดยถูกกำหนดขนาดให้ เป็ น 
256x256 พิกเซล จากผลการทดลองเมื่อนำวิธีการท่ีนำเสนอไปใช้กับชุดข้อมูลมาตรฐานดังกล่าว
พบว่าแบบจำลองและเฟรมเวิร์กท่ีนำเสนอมีประสิทธิภาพเหนือว่าอัลกอริทึมการเบลอท่ีล้ำสมัยท่ีใช้
สำหรับการกู้คืนภาพแบบไม่สม่ำเสมอ ท้ังเชิงปริมาณและคุณภาพ 
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 เครือข่ายแบบ Convolutional Generative Adversarial Networks (CGANs)  
 เป็นโครงข่ายประสาทเทียมท่ีมีความซับซ้อนแบบหนึ่งหรือ CNNs ในระยะส้ัน ซึ่งเป็น
เครือข่ายประสาทเทียมท่ีมีการเรียนรู้เชิงลึกท่ีได้รับการออกแบบมาโดยเฉพาะสำหรับการวิเคราะห์
รูปภาพ และเครือข่ายเหล่านี้สามารถจดจำรูปแบบการประมวลผลท่ีมีความซับซ้อนต่างๆ ภายใน
รูปภาพได้อย่างแม่นยำ โดยโครงสร้างของการทำงานจะเป็นการนำภาพท่ีถูกต้องและไม่ถูกต้องมาทำ
การฝึกฝน (Training) เพื่อให้สามารถจดจำภาพท่ีนำเข้ามาได้อย่างแม่นยำ ก่อนจะทำการคัดแยกภาพ
ท่ีไม่ต้องการออกให้เหลือเฉพาะภาพท่ีต้องการเท่านั้น ดังภาพท่ี 2.28 เป็นการแสดงตัวอย่าง
โครงสร้างของเครือข่ายแบบง่ายเพื่อให้สามารถเข้าใจถึงกระบวนการทำงานได้ดังต่อไปนี้ 

 

ภาพท่ี 2.28 โครงสร้างของเครือข่ายแบบ Convolutional Generative Adversarial Networks 
(CGANs) 

3. การประมาณค่าเคอร์เนลแบบไฮบริด (Hybrid Kernel Estimation) 
รูปแบบของการประมาณค่าเคอร์เนลแบบไฮบริดจะเป็นเคอร์เนลแบบผสมซึ่งเป็นเทคนิคท่ีใช้

ในการรวมการประมาณค่าในรูปแบบต่างๆ ท่ีใช้สำหรับการปรับปรุงภาพ โดยนำมารวมไว้ที่เดียวเพื่อ
ทำการประมวลผล ก่อนนำค่าท่ีได้ไปใช้ในกระบวนการอื่นๆ ต่อไป โดยในงานวิจัยท่ีผ่านมาจะมีการนำ
เทคนิคต่างๆ  ท่ี ได้รับความนิยมเข้ามาใช้ใน การวิ จัย  เช่น  การแยกส่วนของภาพ ( Image 
Segmentation) ซึ่งจะมีรายละเอียดดังต่อไปนี้ 

การแยกส่วนของภาพ (Image Segmentation) 
สำหรับวิธีการแยกส่วนของภาพ ( Image Segmentation) เป็นอีกหนึ่ งเทคนิคในการ

ประมวลผลภาพโดยมีเป้าหมายในการแยกวัตถุ (Object) หรือลักษณะจุดเด่น (Feature) ออกจาก
ภาพพื้นหลัง (Background) ซึ่งเป็นวิธีการพื้นฐานท่ีได้รับความนิยมในการแยกวัตถุออกจากภาพแบ่ง
ออกเป็น 2 วิธีคือ การตรวจจับขอบภาพ (Edge Detection) และการกระทำแบบเทรชโฮลด์ 
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(Threshold) นอกจากนี้ ในการวิเคราะห์หรือการประมวลผลของข้อมูลภาพจะเน้นไปถึงการแยกวัตถุ
หรือส่ิงท่ีสนใจในภาพออกจากพื้นหลัง เช่น การแยกตัวอักษรสีดำออกจากพื้นหลังสีขาวในงาน
ทางด้านการรู้จำตัวอักษร (Character Recognition) หรือประยุกต์ใช้การประมวลผลภาพทางด้าน
การรู้จำใบหน้าคน (Face Recognition) ดังนั้นจึงจำเป็นท่ีจะต้องแยกส่วนของวัตถุออกจากพื้นหลัง
ก่อนนำไปวิเคราะห์หรือประมวลผลภาพในขั้นตอนต่อไป เพื่อให้สามารถเรียนรู้เทคนิคและวิธีการท้ัง
สองจะได้กล่าวถึงรายละเอียดดังต่อไปนี้ 

การตรวจจับขอบภาพ (Edge Detection) 
ขอบของภาพ (Edge) เป็นส่วนของข้อมูลท่ีแสดงถึงโครงร่างของวัตถุภายในภาพ ซึ่ง

ประกอบด้วยข้อมูลของภาพท่ีมีความสำคัญและสามารถนำไปใช้ประโยชน์ในงานด้านต่างๆ  เช่น 
สามารถนำไปใช้ในการระบุถึงขนาดของวัตถุท่ีอยู่ในภาพ หรือประยุกต์ใช้ในการแยกแยะระหว่างวัตถุ
หรือข้อมูลในภาพกับส่วนของพื้นหลังของภาพ (Background) หรือการนำไปใช้ในการระบุวัตถุท่ีอยู่
ภายในภาพ อีกท้ังยังสามารถรักษารายละเอียดของขอบภาพให้มีความแข็งแกร่งขึ้นอีกด้วย [56] 

ในหลายงานวิจัยได้ใช้วิธีการตรวจจับขอบภาพ (Edge Detection) มาใช้ในการกู้คืนภาพท่ี
เส่ือมโทรมให้กลายมาเป็นภาพท่ีคมชัดได้ ซึ่งเป็นวิธีท่ีใช้ในการตรวจสอบหาความแตกต่างของแต่ละ
พิกเซล (Pixel) เพื่อหาค่าความแข็งแกร่งในบริเวณขอบภาพ โดยการตรวจสอบค่าความเข้มของสี 
(Intensity) ในแต่ละพิกเซลเพื่อหาขอบภาพ ก่อนใช้กระบวนการปรุงปรุงขอบให้คมชัดด้วยการเพิ่ม
ค่าคอนทราสต์ (Contrast) ในพื้นท่ีของแพทช์ภาพและการไล่ระดับสีของภาพให้เข้มขึ้น (Gradient 
Image) [44] จากวิธีการดังกล่าวในงานวิจัยของ [45, 52] จึงได้มีการเพิ่มประสิทธิภาพของการ
ปรับปรุงขอบภาพ โดยใช้การประมาณค่าสเปกตรัมของเคอร์เนลเบลอ และการประมาณค่าเบลอแบบ
ไฮบริด (Hybrid) จากข้อมูลท่ีได้ท้ังหมดของขอบภาพและค่าสเปกตรัม ในงานวิจัยของ [45] โดย
ประเมินประสิทธิภาพจากค่าเฉล่ียของ PSNR, SSIM และค่า Error Ratio ทำให้ภาพมีความคมชัด 

ในปี ค.ศ. 2013 L.Sun และคณะ [44] ได้ศึกษาเกี่ยวกับการปรับปรุงภาพเบลอแบบ Blind 
Deconvolution ท่ีมีการแยกส่วน เช่น การประมาณเคอร์เนลเบลอและภาพแฝง จากภาพท่ีเบลอ
อินพุตเข้ามาถูกมองเป็นปัญหาร้ายแรงท่ีควรได้รับการแก้ไข ดังนั้นจึงได้เสนอวิธีการปรับปรุงขอบภาพ
ด้วยการประมาณค่าเคอร์เนลเบลอโดยใช้ Patch Priors บนขอบภาพแฝง สำหรับอัลกอริทึมท่ี
นำเสนอจะใช้วิธีการทำซ้ำระหว่างภาพแฝงและเคอร์เนลเบลอ โดยใช้ Patch Priors ช่วยใน
กระบวนการปรับปรุงขอบ และปรับขอบภาพให้คมชัดด้วยการเพิ่มค่าคอนทราสต์ (Contrast) ใน
พื้นท่ีแพทช์ของขอบภาพ จากนั้นอัพเดตเคอร์เนลเบลอด้วยการไล่ระดับสีให้เข้มขึ้นจากภาพแฝงท่ีกู้
คืน หลังจากการประมาณค่าเคอร์เนลด้วยวิธีของ D. Zoran และ Y. Weiss แล้ว จึงใช้การกู้คืนภาพ
แบบ Non-Blind Deconvolution ชุดข้อมูลมาตรฐานของ Levin 2009 และ 2011ซึ่งประกอบด้วย
ชุดข้อมูล 2 ประเภท คือ ข้อมูลภาพธรรมชาติและข้อมูลสังเคราะห์ จากการทดลองพบว่าเมื่อนำไป
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เปรียบเทียบกับชุดข้อมูลท้ัง 2 ประเภท โดยใช้การวิเคราะห์เชิงปริมาณ ประกอบด้วย ค่าเฉล่ีย PSNR, 
ค่า SSIM และค่าเฉล่ียเรขาคณิตของอัตราส่วนความผิดพลาด (Geometric Mean) โดยรวมวิธีท่ี
นำเสนอมีการปรับปรุงประสิทธิภาพท่ีมีความล้ำสมัยและมีความแข็งแกร่งซึ่งมีผลลัพธ์ท่ีเทียบได้กับ
วิธีการท่ีทันสมัยท่ีสุด 

 

ภาพท่ี 2.29 การปรับปรุงภาพแบบ X-Step และ K-Step [44] 

 จากภาพท่ี 2.29 แสดงให้เห็นถึงขั้นตอนในการปรับปรุงภาพจากการอินพุตภาพเบลอเข้าสู่
ระบบ จากนั้นปรับภาพแฝงให้เป็นภาพระดับกลางและสร้าง Mask ให้กับขอบภาพ ก่อนนำมาแต่ง
ขอบภาพ ซึ่งเป็นขั้นตอนของ X-Step จากนั้นนำภาพท่ีได้ไปสู้ขั้นตอนของ K-Step ด้วยการปรับค่า 
Blur Kernel แล้วจึงจะได้ภาพสุดท้ายท่ีคมชัดออกมา 

 Yue และคณะ [45] ได้เสนอวิธีการกู้คืนภาพแบบไฮบริดโดยใช้ท้ังขอบภาพและข้อมูล
สเปกตรัมจากภาพอินพุต โดยแบ่งออกเป็น 2 องค์ประกอบ คือการประมาณค่าเคอร์เนลและทำนาย
ขอบภาพ ด้วยกระบวนการท่ีความเหมาะสม ซึ่งแบ่งออกเป็น 2 วิธี ได้แก่ วิธีการแรก ปรับปรุงการ
ประมาณค่าสเปกตรัมของเคอร์เนลเบลอ โดยกำจัดผลกระทบเชิงลบออกจากโครงสร้างของขอบภาพ 
และวิธีการท่ีสอง ประมาณค่าเบลอแบบไฮบริดท่ีรวบรวมข้อมูลของขอบภาพและค่าสเปกตรัมท่ีได้รับ
การเพิ่มประสิทธิภาพ โดยใช้ชุดข้อมูลมาตรฐาน 3 ชุด ได้แก่ ชุดข้อมูลของ Sun (2013) ชุดข้อมูลของ 
Levin (2009) และชุดข้อมูลของ Kohler (2012) มาใช้ในการทดลอง จากผลการทดลองเมื่อนำวิธีท่ี
นำเสนอไปใช้กับชุดข้อมูลดังกล่าว มาใช้สำหรับการเปรียบเทียบข้อมูลสังเคราะห์และการเปรียบเทียบ
ตัวอย่างจริงด้วยวิธีท่ีล้ำสมัย ด้วยการวัดค่า PSNR ค่า SSIM และค่า Error Ratio พบว่าผลการ
ทดลองแสดงให้เห็นถึงวิธีการท่ีนำเสนอมีประสิทธิภาพดีกว่าวิธีการทดลองก่อนหน้านี้ท่ีอิงกับการ
ปรับปรุงขอบและการประมาณค่าสเปกตรัม โดยใช้ชุดข้อมูลเดียวกันอย่างมีนัยสำคัญ 



 

 

 42 
 

 

ภาพท่ี 2.30 การปรับปรุงขอบภาพแบบไฮบริด (Hybrid) [45] 
จากภาพท่ี 2.30 แสดงให้เห็นวิธีการปรับปรุงภาพเบลอด้วยการทำขอบภาพให้ชัดด้วยวิธี 

(Edge Detection) และการประมาณค่าเคอร์เนลเบลอ จากนั้นนำท้ังสองค่าไปประมาณค่าแบบ
ไฮบริด (Hybrid) แล้วทำการ Deconvolution ภาพเพื่อแปลงกลับคืนและสุดท้ายจะได้รับภาพท่ีมี
ความคมชัด  
 
  
 



 

 

 

บทท่ี 3 
วิธีดำเนินการวิจัย 

การวิจัยเรื่อง การลดความเบลอของภาพ ในครั้งนี้ ผู้วิจัยได้ทำการศึกษางานวิจัยและเอกสาร
ต่างๆ ท่ีเกี่ยวข้องกับการเรียนรู้เชิงลึก (Deep Learning) เพื่อนำข้อมูลมาใช้ในการพัฒนาอัลกอริทึม 
เพื่อปรับปรุงภาพเบลอให้มีความชัดเจนมากยิ่งขึ้น โดยในการวิจัยครั้งนี้ผู้วิจัยทำการแบ่งขั้นตอนการ
ดำเนินการวิจัยออกเป็น 3 ขั้นตอน ตามแนวความของ  S. Ramakrishnan และคณะ [58] มี
รายละเอียดดังต่อไปนี้ 

3.1 ขั้นตอนการเตรียมชุดข้อมูล (Dataset Preprocessing) เป็นการทำงานในส่วนของการ
เตรียมชุดข้อมูลมาตรฐาน โดยใช้ชุดข้อมูล GoPro-Large [59] 

3.2 ขั้นตอนการประมวลผล (Processing) เป็นการนำข้อมูลท้ังหมดเข้ามาทำงานใน
กระบวนการของ Deep Learning ประกอบด้วย Autoencoders กับ GANs  

3.3 ขั้นตอนการวัดประสิทธิภาพ (Evaluation) เป็นการเปรียบเทียบการทำงานท่ีนำเสนอ
และวัดประสิทธิภาพของภาพท่ีผ่านการประมวลผล โดยใช้วิธีการวัดแบบ SNR, PSNR, SSIM 

3.1 ขั้นตอนการเตรียมชุดข้อมูล (Dataset Preprocessing) 

ในการเตรียมชุดข้อมูลเพื่อทำการทำวิจัยครั้งนี้ ผู้วิจัยได้นำชุดข้อมูลท่ีเป็นแบบมาตรฐานและ
สามารถให้นำมาใช้งานโดยไม่มีค่าใช้จ่าย อีกท้ังยังเป็นท่ีนิยมนำมาใช้งานเพื่อนำมาเปรียบเทียบ
ผลลัพธ์ท่ีได้จากการวิจัยกันอย่างแพร่หลาย โดยในการวิจัยนี้ได้ใช้ชุดข้อมูลของ GoPro Dataset [59] 
ซึ่งชุดข้อมูลนี้จะมีลักษณะเป็นภาพนิ่งท่ีเกิดจากกล้องวิดีโอ โดยสามารถแยกรายละเอียดของชุดข้อมูล
แต่ละส่วนออกได้ดังต่อไปนี้ 

GoPro Dataset [59] เป็นชุดข้อมูลท่ีได้มาจากกล้องวิดีโอ ซึ่งเป็นภาพชุดท่ีมีลักษณะเรียงต่อ
ทีละภาพ เป็นการเคล่ือนท่ีทีละเฟรม โดยแยกออกเป็น 2 ประเภท ได้แก่ Blur, Blur_gamma ในแต่
ละประเภทจะมีความเบลอท่ีแตกต่างกัน อีกท้ังยังแบ่งชุดข้อมูลออกเป็นการชุดข้อมูลฝึก (Train) 
จำนวน 6,309 ภาพ และชุดข้อมูลทดสอบ (Test) จำนวน 3,333 ภาพ รวมทั้งหมด ภาพ 9,642 ภาพ 

 
ภาพท่ี 3.1 โครงสร้างและขั้นตอนการปรับปรุงภาพ 



 

 

  44 

ตารางท่ี 3.1 ลักษณะของชุดข้อมูล (Dataset) ของ GoPro-Large 

GoPro-Large 
Type Train Test 
จำนวน 6,309 3,333 
รวม 9,642 

 จากตารางท่ี 3.1 แสดงให้เห็นรายละเอียดของชุดข้อมูลของ GoPro-Large ท้ัง 2 ประเภท ท่ี
ได้นำมาใช้ในการทดลอง 

3.2 ขั้นตอนการประมวลผล (Processing)   

ในขั้นตอนการประมวลผลได้ใช้วิธีการทดลองผ่านกระบวนการเรียนรู้เชิงลึก (Deep 
learning) โดยจะใช้วิ ธีการเข้ารหั สอัตโนมั ติ  (Autoencoder) และ Generative Adversarial 
Networks: GANs 

3.2.1 Autoencoder  
Autoencoder เป็น Neural Network ประเภทหนึ่งท่ีประกอบไปด้วยการทำงานอยู่ 3 ส่วน 

ได้แก่ การเข้ารหัส (Encoder) ส่วนท่ีจัดการกับข้อมูลท่ีถูกบีบอัด (หรือคอขวด) และการถอดรหัส 
(Decoder) โดยมีหลักการทำงาน คือ การรับข้อมูลเข้ามา (Input) แล้วทำการเข้ารหัสข้อมูลด้วยการ
บีบอัดข้อมูล ซึ่งจะไม่สามารถดูออกว่าข้อมูลท่ีถูกเข้ารหัสนั้นมีหน้าตาเหมือนกับต้นฉบับหรือไม่ 
จากนั้นจะทำการลดสัญญาณรบกวน (Noise) ท่ีไม่ต้องการออกจากภาพ โดยจะแบ่งออกเป็นเลเยอร์
ต่างๆ เพื่อเพิ่มความซับซ้อนและบีบอัดข้อมูลให้มีขนาดเล็กลง ก่อนท่ีจะทำการแปลงค่ากลับหรือการ
ถอดรหัส (Decode) ให้มีค่าเท่ากับขนาดของภาพเดิมท่ี Input เข้ามา โดยข้อมูลท่ีถูกถอดรหัสนั้นจะ
สูญเสียข้อมูลบางอย่างไป ก่อนจะนำภาพผลลัพธ์ (Output) มาเปรียบเทียบกับภาพต้นฉบับ โดยจะ
วิธีการเทียบภาพแบบ Pixel ต่อ Pixel ด้วย Loss Function สำหรับวิธีการดังกล่าวนี้จะทำให้การ
ทำงานเร็วขึ้นหรือช้าลงก็ขึ้นอยู่กับจำนวนของเลเยอร์ (Layer) ท่ีถูกสร้างขึ้น 

 
ภาพท่ี 3.2 โครงสร้างของการทำ Autoencoder Architecture 
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จากภาพท่ี 3.2 จะแสดงให้เห็นถึงโครงสร้างและขั้นตอนการทำงาน Autoencoder ต้ังแต่
การเข้ารหัสไปจนถึงการถอดรหัสข้อมูลเพื่อให้ได้ภาพผลลัพธ์  

จากโครงสร้างการทำงานของ  Autoencoder  ในการวิจัยนี้จะเน้นการปรับค่า Loss 
Function ให้มีค่าน้อยท่ีสุดโดยการปรับค่าพารามิเตอร์และฟังก์ชันให้มีความเหมาะสม เพื่อทำให้มีค่า
ใกล้เคียงกับภาพชัด ดังนั้นจึงได้นำเอาวิธีการต่างๆ มาทำงานร่วมกับโครงสร้าง Autoencoder โดย
แบ่งออกเป็น 7 วิธี และการทำ GANs จำนวน 1 วิธี ดังต่อไปนี้ 

1. การทำ Autoencoder  
2. การทำ Autoencoder ด้วย VGG16 
3. การทำ Autoencoder ด้วย MSE รวมกับ SSIM 
4. การทำ Autoencoder ด้วย MSE รวมกับ Total Variance (TV) 
5. การทำ Autoencoder ด้วย MSE รวมกับ SSIM และ Total Variance (TV) 
6. การทำ Autoencoder ด้วย MSE รวมกับ SSIM และ VGG16 
7. การทำ Autoencoder ด้วย MSE รวมกับ SSIM รวมกับ  Total Variance (TV) 

และ VGG16  
8. การปรับปรุงภาพด้วย Generative Adversarial Networks: GANs 

วิธีการทดลองท่ี 1 การทำ Autoencoder จะใช้วิธีการเข้ารหัส (Encoder) ภาพท่ีอินพุต 
เพื่อลบส่วนท่ีไม่สำคัญออกจากภาพก่อนจะเหลือส่วนท่ีมีลักษณะท่ีใกล้เคียงกันมากท่ีสุดแล้วนำไป
สร้างภาพใหม่ จากนั้นจึงนำไปถอดรหัส (Decoder) เพื่อแปลงภาพท่ีได้ให้มีขนาดเท่ากับภาพต้นฉบับ 
โดยจะมีฟังก์ชัน Mean Squared Error (MSE) ไว้สำหรับปรับค่า Loss Function ให้มี ค่าต่ำลง 
เพื่อให้ภาพท่ีได้ใกล้เคียงกันมากท่ีสุด โดยสามารถเขียนเป็นสมการเพื่อนำไปใช้ในการคำนวณ ได้
ดังต่อไปนี้ 

การทำ Encoder 
เริ่มจากการ Input: X (ข้อมูลท่ีเป็นอินพุต) เข้าสู่ระบบ 

Encoding: 𝑍= 𝑓𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝑋) (3.1) 

จากสมการนี้ 𝑓𝑒𝑛𝑐𝑜𝑑𝑒𝑟 แสดงถึงฟังก์ชันในการเข้ารหัส ซึ่งจะทำ Feature map ค่า 

X กับ Z ให้ตรงกัน ฟังก์ชันจะมีตัวเลือกการเข้ารหัสท่ีแตกต่างกันไป โดยท่ัวไปแล้วจะเป็นเลเยอร์

โครงข่ายประสาทเทียมท่ีมีการ Activation Functions 

การ Decoder 
Decoding: 𝑋̂= 𝑓𝑑𝑒𝑐𝑜𝑑𝑒𝑟(𝑍) (3.2) 
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จากสมการนี้ 𝑓𝑑𝑒𝑐𝑜𝑑𝑒𝑟 เป็นฟังก์ชันการถอดรหัสข้อมูล ด้วยการ Map ภาพให้ตรงกัน 

ก่อนส่งกลับไปยังข้อมูลท่ีสร้างขึ้นใหม่  

Output 𝑋̂ (ข้อมูลท่ีสร้างขึ้นใหม่) 

 
𝐿(𝑋̂, X) = 

1

𝑛
 ∑ ( 𝑋𝑖̂  −  𝑋𝑖)

𝑛
𝑖=1

2 (3.3) 
 กำหนดให้  

𝐿(𝑋̂, X)  คือ ค่า Loss  

𝑋̂𝑖   คือ ส่วนประกอบท่ีอยู่ในข้อมูลท่ีสร้างขึ้นใหม่ 𝑋̂ 
𝑋𝑖  คือ ส่วนประกอบท่ีอยู่ในการอินพุตข้อมูล X 
𝑛 คือ จำนวนจุดของข้อมูล 

MSE จะเป็นตัวท่ีช่วยในการวัดปริมาณความแตกต่างของค่าเฉล่ียท่ีเกิดขึ้นระหว่างภาพท่ีถูก
สร้างขึ้นใหม่และภาพอินพุต และยังช่วยลด Noise ให้เหลือน้อยท่ีสุดระหว่างการฝึก (Train) รวมถึง
ยังช่วยส่งเสริมให้การทำ Autoencoder สามารถประมวลผลได้อย่างแม่นยำ 

วิธีการทดลองท่ี 2 การทำ Autoencoder ด้วย VGG16 ในวิธีการนี้จะเอาใช้ภาพท่ี Input 
เข้ามากระบวนการเข้ารหัส การบีบอัดภาพ หลังจากนั้นจะได้ภาพ Predict ออกมา ก่อนจะนำภาพ
ชัดกับภาพท่ีถูก Predict ส่งเข้าไปในเลเยอร์ของ VGG16 เพื่อแปลงภาพนั้นให้เป็น Vector ก่อนท่ีจะ
นำไปคำนวณและส่งไปยังขั้นตอนการถอดรหัส แล้วจึงได้ภาพออกมา โดยสมการของ VGG16 มี
ดังต่อไปนี้ 

Perceptual VGG16 เป็นการนำภาพท่ีได้จากการทำนาย (Prediction) และภาพชัด เข้าสู่ 
VGG16 เพื่อทำการสร้าง Feature map ให้กับภาพ โดยจะกรองส่ิงท่ีไม่สำคัญออกจากภาพจนเหลือ
แต่ส่วนท่ีสำคัญ (Perceptual) ก่อนท่ีจะนำไปคำนวณหาค่า loss ซึ่งเครือข่ายนี้สามารถใช้เพื่อวัด
ความคล้ายคลึงกันระหว่างภาพได้ VGG16 มักใช้ในการถ่ายโอนรูปแบบประสาทและงานการสร้าง
ภาพ อีกท้ังยังใช้วัดความแตกต่างในการแสดงคุณลักษณะระหว่างภาพต้นฉบับและภาพท่ีสร้างขึ้นใหม่ 
โดยมีสูตรท่ีใช้ดังสมการต่อไปนี้ 

 
ภาพท่ี 3.3 วิธีการทำงานของการทดลองด้วย Autoencoder รวมกับ VGG16 
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𝐿𝑉𝐺𝐺(𝑋, 𝑋̂) = 
1

𝑁
  ∑ ‖𝑓𝑖(𝑋)𝑁

𝑖=1  − 𝑓𝑖(𝑋̂)‖2 (3.4) 
กำหนดให ้

     𝐿𝑉𝐺𝐺(𝑋, 𝑋̂)  คือ VGG16 perceptual loss  
               𝑋   คือ ภาพต้นฉบับ 
         𝑋̂   คือ ภาพท่ีถูกสร้างขึ้นมาใหม่ 
         𝑁  คือจำนวนเลเยอร์ท่ีใช้ในโมเดล VGG16 สำหรับการแยกคุณลักษณะ 
    𝑓𝑖(𝑋)  คือ การแสดงคุณลักษณะของภาพต้นฉบับ X ท่ีเลเยอร์ i 
    𝑓𝑖(𝑋̂)  คือ การนำเสนอคุณลักษณะของรูปภาพ X ท่ีสร้างขึ้นใหม่ท่ีช้ัน i 

 วิธีการทดลองท่ี 3 การทำ Autoencoder ด้วยการปรับค่าแบบ Customize โดยใช้ MSE 
รวมกับดัชนีความคล้ายคลึงกันของโครงสร้างภาพ (SSIM) 

วิธีนี้จะสามารถปรับค่าพารามิเตอร์ได้โดยการใช้ Customized Loss ซึ่งมีการเรียกใช้ฟังก์ชัน 
โดยเพิ่มการเปรียบเทียบความสว่างของภาพ เปรียบเทียบค่าคอนทราสต์ และโครงสร้างความ
คล้ายคลึงของภาพ (SSIM) เข้ามา เพื่อเน้นให้การทำปรับโครงสร้างของภาพมีความชัดเจนขึ้น 

 
ภาพท่ี 3.4 แสดงวิธีการทำงานของการทำ Autoencoder ด้วย MSE รวมกับ SSIM 

ซึ่งดัชนีความคล้ายคลึงกันของโครงสร้าง (SSIM) เป็นอีกหนึ่งตัวช้ีวัดท่ีถูกนำมาใช้กันอย่าง
แพร่หลายในการเปรียบเทียบความคล้ายคลึงกันของโครงสร้างระหว่างภาพสองภาพ โดยท่ัวไปจะใช้
สำหรับการประเมินคุณภาพของภาพ โดยจะวัดความคล้ายคลึงกันในเรื่องของความสว่าง คอนทราสต์ 
และโครงสร้างระหว่างภาพต้นฉบับกับภาพท่ีถูกสร้างขึ้นใหม่ อย่างไรก็ตาม  SSIM ไม่ใช่ฟังก์ชันการ
สูญเสียมาตรฐานสำหรับการฝึกตัวเข้ารหัสอัตโนมัติ เนื่องจากโดยท่ัวไปจะใช้สำหรับการประเมิน
มากกว่าการฝึก 
 สูตร SSIM นั้นค่อนข้างซับซ้อนเนื่องจากจะเกี่ยวข้องกับองค์ประกอบของการเปรียบเทียบ
ความสว่าง การเปรียบเทียบคอนทราสต์ และการเปรียบเทียบโครงสร้างภาพ โดยมีสูตรท่ีใช้ในการ
คำนวณดังต่อไปนี้ 



 

 

  48 

𝑆𝑆𝐼𝑀(𝑋, 𝑋̂) = l(𝑋, 𝑋̂)∙ c(𝑋, 𝑋̂) ∙ s(𝑋, 𝑋̂)  (3.5) 
 กำหนดให ้
  𝑋   คือ ภาพต้นฉบับ 
  𝑋̂  คือ ภาพท่ีถูกสร้างขึ้นมาใหม่ 
  l(𝑋, 𝑋̂) คือ การเปรียบเทียบความสว่าง 

  c(𝑋, 𝑋̂) คือ การเปรียบเทียบค่าคอนทราสต์ 

  s(𝑋, 𝑋̂) คือ การเปรียบเทียบโครงสร้างภาพ 

วิธีการทดลองท่ี 4 การทำ Autoencoder ด้วยการปรับจูนค่าแบบ Manual โดยใช้ MSE 
รวมกับ Total Variance (TV) 

ในวิธีนี้จะสามารถปรับค่าพารามิเตอร์ได้โดยการใช้ Customized Loss ซึ่งจะนำค่าความ
แปรปรวนรวม (TV) ท่ีมีลักษณะของการหาค่าเฉล่ียของแต่ละพิกเซลก่อนนำมารวมกันเพื่อหาค่าเฉล่ีย
รวม มาทำงานรวมกับค่า MSE ในการปรับจูนค่าพารามิเตอร์ให้มีค่าท่ีดีท่ีสุด  

 
ภาพท่ี 3.5 แสดงวิธีการทำงานของการทำ Autoencoder ด้วย MSE รวมกับ Total Variance (TV) 

Total Variance หรือค่าความแปรปรวนรวม โดยท่ัวไปแล้วมักจะไม่ใช้ Loss Function ใน
การ Train ข้อมูล สำหรับการทำ Autoencoder แต่จะใช้เป็นการวัดความแปรปรวนของแต่ละ
พิกเซลเพื่อให้ทราบถึงค่าเฉล่ียโดยรวม ซึ่งเหมาะสำหรับการวิเคราะห์ข้อมูล โดยมีสูตรท่ีใช้ในการ
คำนวณดังต่อไปนี้ 

𝑇𝑉 = 
1

𝑛
 ∑  (𝑥𝑖 −  µ)𝑛

𝑖=1
2 (3.6) 

กำหนดให ้
 𝑇𝑉   คือ ค่าความแปรปรวนรวม 

 𝑛 คือ จำนวนจุดของข้อมูล 
 𝑋𝑖  คือ จุดของข้อมูลเริ่มต้นต้ังแต่ i-th 
 µ คือค่าเฉล่ียของจุดข้อมูล 
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วิธีการทดลองท่ี 5 การทำ Autoencoder ด้วยการปรับจูนค่าแบบ Manual โดยใช้ MSE 
รวมกับ SSIM และ Total Variance (TV) 

ในวิธีการนี้ได้เพิ่มจำนวนสมการเข้ามาใช้งานเพื่อทดลองว่าผลลัพธ์ท่ีได้นั้นจะมีค่าสูงขึ้น
หรือไม่ เมื่อผ่านการวัดประสิทธิภาพ โดยวิธีนี้จะใช้การถ่วงน้ำหนักเพื่อปรับความสมดุลในการ Train 
ข้อมูลให้ได้โมเดลท่ีดี ท่ี สุดก่อนท่ีจะนำไป Test เพื่อให้ได้ผลลัพธ์ ท่ี ดีขึ้น สำหรับการปรับจูน
ค่าพารามิเตอร์ (Customized Loss) ได้นำสมการของ SSIM และ TV เข้ามาเพื่อจะใช้ในการปรับ
โครงสร้างของภาพและค่าเฉล่ียของภาพในแต่ละพิกเซลให้ดีขึ้น  โดยมีสูตรท่ีใช้ในการคำนวณ
ดังต่อไปนี้ 

 
ภาพท่ี 3.6 แสดงวิธีการทำงานของการทำ Autoencoder ด้วย MSE รวมกับ SSIM และ Total 

Variance (TV) 

โดยจะใช้สูตรในการคำนวณของ MSE รวมกับ SSIM และ Total Variance (TV) มีรายละเอียดดังนี้ 

𝐿(𝑋̂, X) = 
1

𝑛
 ∑ ( 𝑋𝑖̂  −  𝑋𝑖)𝑛

𝑖=1
2 (3.3) 

𝑆𝑆𝐼𝑀(𝑋, 𝑋̂) = l(𝑋, 𝑋̂)∙ c(𝑋, 𝑋̂) ∙ s(𝑋, 𝑋̂) (3.5) 

𝑇𝑉 = 
1

𝑛
 ∑  (𝑥𝑖 −  µ)𝑛

𝑖=1
2 (3.6) 

 

วิธีการทดลองท่ี 6 การทำ Autoencoder ด้วยการปรับจูนค่าแบบ Manual โดย MSE + 
SSIM + VGG16 

สำหรับวิธีนี้จะใช้ MSE ในการควบคุมค่า Loss เป็นหลักและใช้ SSIM ในการเปรียบเทียบ
โครงสร้างภาพ ก่อนจะใช้ VGG16 ทำหน้าท่ีกรองส่ิงท่ี ไม่สำคัญออกจากภาพ  โดยกำหนด
ค่าพารามิเตอร์ท่ีดีท่ีสุด 
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ภาพท่ี 3.7 แสดงวิธีการทำงานของการทำ Autoencoder ด้วย MSE รวมกับ SSIM และ VGG16 

โดยจะใช้สูตรในการคำนวณของ MSE รวมกับ SSIM และ VGG16 มีรายละเอียดดังนี้  

𝐿(𝑋̂, X) = 
1

𝑛
 ∑ ( 𝑋𝑖̂  −  𝑋𝑖)𝑛

𝑖=1
2 (3.3) 

𝑆𝑆𝐼𝑀(𝑋, 𝑋̂) = l(𝑋, 𝑋̂)∙ c(𝑋, 𝑋̂) ∙ s(𝑋, 𝑋̂) (3.5) 

𝐿𝑉𝐺𝐺(𝑋, 𝑋̂) = 
1

𝑁
  ∑ ‖𝑓𝑖(𝑋)𝑁

𝑖=1  −  𝑓𝑖(𝑋̂)‖2 (3.4) 

วิธีการทดลองท่ี 7 การทำ Autoencoder ด้วยการปรับจูนค่าแบบ Manual โดย MSE + 
SSIM + TV + VGG16 

สำหรับวิธีนี้จะใช้วิธีการปรับปรุงภาพในมิติต่างๆ โดยใช้สมการท้ังหมดท่ีเคยทดลองมา
รวมกันเพื่อทำให้ภาพท่ีได้มีความคมชัดมากขึ้น ไม่ว่าจะเป็นการลดค่า Loss ให้มีค่าน้อยลง การ
ปรับปรุงโครงสร้างภาพ ค่าContrast ของภาพ ค่าเฉล่ียของพิกเซลโดยรวม รวมไปถึงการแบ่งส่วนเล
เยอร์ในการคำนวณ โดยสามารถนำมาเขียนเป็นสมการได้ดังต่อไปนี้ 

𝐿(𝑋̂, X) = 
1

𝑛
 ∑ ( 𝑋𝑖̂  −  𝑋𝑖)𝑛

𝑖=1
2 (3.3) 

𝑆𝑆𝐼𝑀(𝑋, 𝑋̂) = l(𝑋, 𝑋̂)∙ c(𝑋, 𝑋̂) ∙ s(𝑋, 𝑋̂) (3.5) 
𝑇𝑉 = 

1

𝑛
 ∑  (𝑥𝑖 −  µ)𝑛

𝑖=1
2 (3.6) 

𝐿𝑉𝐺𝐺(𝑋, 𝑋̂) = 
1

𝑁
  ∑ ‖𝑓𝑖(𝑋)𝑁

𝑖=1  −  𝑓𝑖(𝑋̂)‖2 (3.4) 
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 จากสมการดังกล่าวสามารถนำมาเขียนเป็นโครงสร้างการทำงานได้ดังต่อไปนี้ 

จากภาพท่ี 3.8 เป็นการรวมสมการท้ังหมดเพื่อใช้ในการประมลผลภาพ ซึ่งจะทำให้ผลลัพธ์ที่ได้
มีภาพท่ีมีความเบลอลดน้อยลงและมีความคมชัดมากขึ้น 

3.2.2 Generative Adversarial Networks: GANs 
ในส่วนของ Generative Adversarial Networks : GANs จะถูกแบ่งการทำงานออกเป็น 2 

ส่วน คือ ตัวท่ีใช้ในการสร้างภาพหรือท่ีเรียกว่า Generator และอีกอันคือ Discriminator ดังนั้นใน

การทำงานของท้ังสองนี้ก็จะทำงานรวมกัน ดังนั้นวิธีการทดลองท่ี 8 จะใช้การสร้างข้อมูลท่ีคล้ายกับ

ชุดข้อมูลท่ีกำหนดซึ่งเริ่มจาก Generator จะ Random noise แล้วนำมาสร้างภาพ แล้วส่งไปยังตัว 

Discriminator เพื่อทำการตรวจสอบ โดยจะทำการ Test กับภาพท่ีเป็นภาพจริง ก่อนนำมา

เปรียบเทียบกับภาพท่ีถูกสร้างขึ้นมาใหม่เพื่อให้รู้ว่าภาพนั้นเป็นภาพจริงหรือภาพเท็จ ซึ่งจะมีสมการ

และวิธีการออกแบบดังต่อไปนี้ 

 
ภาพท่ี 3.9 แสดงวิธีการทำงานของ Generative Adversarial Networks: GANs 

 Generator (G): 𝐺(𝑧; 𝜃𝑔) →  𝑋 (3.8) 

     กำหนดให้ 
  G    คือ การสร้างข้อมูล 

 𝑧    คือ เวกเตอร์สัญญาณรบกวนท่ีอินพุต 
𝜃𝑔  คือ ค่าพารามิเตอร์ 
X    คือ การสร้างข้อมูลตัวอย่าง 

Discriminator (D): 𝐷(𝑥; 𝜃𝑑) →  𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (3.9) 

     กำหนดให้ 

ภาพท่ี 3.8 โครงสร้างการทำงานของสมการท้ังหมดท่ีใช้ในการทดลอง 
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   D     คือ การสร้างข้อมูลออก 
   𝑥     คือ ข้อมูลเข้า 

𝜃𝑑   คือ ค่าพารามิเตอร์ 
                    Probability   คือ ความน่าจะเป็นท่ีเป็นตัวอย่างข้อมูลจริง 

3.3 ผลการวัดประสิทธิภาพของภาพ (Measurement Performance) 

หลังจากได้ออกแบบวิธีท่ีใช้สำหรับการปรับปรุงภาพเบลอด้วยอัลกอริทึมของ Autoencoder 
และ Generative Adversarial Networks: GAN ด้วยวิธีการทดลองท้ังหมด 8 วิธี ในส่วนนี้จะเป็น
การอธิบายถึงวิธีการทดลอง การเซ็ตค่าพารามิเตอร์ และการวัดประสิทธิภาพ  

วิธีท่ี 1  การทำ Autoencoder  

ในวิธีนี้จะเป็นการนำโครงสร้างของ Autoencoder ท่ีประกอบไปด้วย การเข้ารหัสภาพท่ี
อินพุต (Encoder) เข้ามา ก่อนจะแบ่งภาพออกเป็นเลเยอร์ย่อยๆ จากนั้นทำการลดสัญญาณรบกวน 
(Noise) ท่ีอยู่ในภาพออก และลบค่าท่ีไม่จำเป็นออกเพื่อเก็บ Feature map ท่ีสำคัญของภาพไว้ 
จากนั้นทำการบีบอัดภาพแล้วสร้างภาพใหม่ท่ีมีขนาดเล็กขึ้นมา หลังจากนั้นทำการถอดรหัสภาพ 
(Decoder) ด้วยการแปลงภาพท่ีถูกเข้ารหัส (Encoder) ให้กลับให้มีขนาดเท่าเดิม แล้วจึงได้ภาพ
ผลลัพธ์ที่มีความชัดเจนขึ้น โดยมีสูตรท่ีใช้ในการคำนวณจากสมการท่ี 3.1-3.3  

ในการทดลองนี้ผู้วิจัยได้ใช้ชุดข้อมูลของ GoPro-Large ซึ่งแบ่งเป็นภาพ 2 ประเภทคือ Blur 
และ Blur_gamma  การกำหนดค่าพารามิเตอร์จะกำหนดค่า Loss Function เท่ากับ MSE จากนั้น 
นำชุดข้อมูลภาพท่ีใช้สำหรับการ Train จำนวน 2,301 ภาพ มา Train จำนวน 50 รอบ หลังจากนั้น
นำโมเดลท่ีได้ไป Test กับชุดข้อมูลภาพท่ีใช้ในการ Test จำนวน 1,111 ภาพ จนได้ภาพผลลัพธ์ท่ีเกิด
จากการทำนาย (Prediction) โดยใช้เวลาประมาณ 2.35 ช่ัวโมง หลังจากนั้นนำภาพท่ีได้มาวัด
ประสิทธิภาพของภาพ ท้ัง 3 ด้าน ได้แก่ ค่าอัตราส่วนสัญญาณต่อสัญญาณรบกวน: Signal-to-Noise 
Ratio (SNR), หาค่าอัตราส่วนของสัญญาณรบกวนสูงสุด : Peak Signal-to-Noise Ratio (PSNR) 
และวัดประสิทธิภาพของเทคนิคทางด้านภาพ: Structural Similarity Index Measure (SSIM) โดย
มีรายละเอียดดังต่อไปนี้ 

ตารางท่ี 3.2 แสดงผลลัพธ์ที่เกิดจากวิธีที่ 1 การทำ Autoencoder 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 32.53 22.00 0.771 
Blur_gamma 32.91 22.20 0.770 
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ผลลัพธ์ท่ีเกิดจากการทดลองโดยวิธีการของ Autoencoder จะใช้เป็นฐาน (Baseline) ใน
การเปรียบเทียบการวัดประสิทธิภาพกับวิธีการทดลองท่ีเหลืออีกทั้ง 6 วิธี  

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ในการ
ทดลองในวิธีท่ี 1 

 

 

ภาพท่ี 3.10 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur 

 จากภาพท่ี 3.10 แสดงให้เห็นถึงการทำงานของฟังก์กัน เมื่อเริ่มต้น Train ค่า Loss ในแต่ละ
รอบจะเริ่มลดลงจนถึงรอบท่ี 50 ค่า Loss ถ้าต่ำลงมากเท่าไหร่ ภาพท่ีได้ก็จะมีค่าใกล้เคียงกันมาก
เท่านั้น ในส่วนของค่า Accuracy จะเป็นการค่าความถูกต้องของโมเดล 

  
ภาพท่ี 3.11 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma 

จากภาพท่ี 3.10 และภาพท่ี 3.11 แสดงให้เห็นว่ากราฟของท้ัง 2 ประเภทมีความคล้ายคลึง
กัน เนื่องจากผลท่ีเกิดจากการวัดประสิทธิภาพของภาพท้ัง 2 ประเภทมีความใกล้เคียงกัน กราฟท่ีได้
จึงออกมาในรูปแบบนี้  

วิธีท่ี 2  การทำ Autoencoder รวมกับ VGG16 

ในวิธีการนี้จะใช้วิธีการทำงานของ Autoencoder เป็นหลัก โดยจะนำภาพชัด (Sharp) กับ
ภาพเบลอ (Blur) ท่ีผ่านการ Encoder และกระบวนการบีบอัดภาพแล้ว ก่อนส่งภาพท้ัง 2 ไปยัง
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ฟังก์ชันการทำงานของ VGG16 ท่ีแทรกเข้ามา ขั้นตอนนี้ VGG16 จะแปลงภาพให้เป็น Vector เพื่อ
นำมาคำนวณหาค่า Loss หลังจากนั้นจึงส่งไปยังการ Decoder เพื่อแปลงภาพผลลัพธ์ให้มีขนาด
เท่ากับภาพท่ีอินพุตเข้ามา โดยใช้สูตรการคำนวณของ Autoencoder  รวมกับสมการท่ี 3.4 ก่อนท่ี
จะนำมาภาพผลลัพธ์มาวัดประสิทธิภาพของภาพท้ัง 3 ด้าน (SNR, PSNR, SSIM) โดยมีวิธีท่ีใช้ในการ
คำนวณดังภาพต่อไปนี้ 

ตารางท่ี 3.3 แสดงผลลัพธ์ที่เกิดจากวิธีท่ี 2 การทำ Autoencoder รวมกับ VGG16 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 32.55 22.02 0.757 
Blur_gamma 31.82 21.65 0.753 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 2 

 

 

ภาพท่ี 3.12 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur ของการทำ 
Autoencoder รวมกับ VGG16 

 จากภาพท่ี 3.12 กราฟท่ีแสดงค่า Loss มีลดลงท้ังการ Train และการ Test โดยมีค่า Loss 
เท่ากับ 0.051 แสดงว่าภาพท่ีได้จะมีค่าใกล้เคียงกันกันมากขึ้น ส่วนในกราฟของ Accuracy จะมีค่า
ความถูกต้องของโมเดลท่ีอยู่ท่ี 0.721  
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ภาพท่ี 3.13 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma โดย

ใช้การทำ Autoencoder รวมกับ VGG16 

 จากภาพท่ี 3.13 กราฟท่ีแสดงค่า Loss เมื่อ Train Model ได้ประมาณรอบท่ี 18 แสดงให้
เห็นว่ากราฟมีแนวโน้มลดลงจนทำให้ค่า Loss อยู่ระหว่าง 0 - 0.5 และในส่วนของกราฟ Accuracy ก็
ส่งผลให้ค่าความถูกต้องของโมเดลอยู่ระหว่าง 0.7 - 0.8  

วิธีท่ี 3  การทำ Autoencoder ด้วย MSE รวมกับ SSIM  

 ในวิธีการนี้จะใช้การกำหนดค่าฟังก์ชันแบบ Customized Loss เพื่อปรับค่าพารามิเตอร์ของ 
MSE โดยเพิ่มค่า SSIM เข้ามาช่วยในการคำนวณ และใช้การให้มีความเหมาะสมซึ่งการทดลองนี้จะ 
Weighting น้ำหนักเพื่อปรับให้ ค่า Loss ลดลง ซึ่งค่าท่ีดีท่ีสุดคือ MSE = 0.8 และ SSIM = 0.2 
ก่อนท่ีจะนำไป Train Model โดยเพิ่มสูตรการคำนวณจากสมการท่ี 3.6 เข้ามาจึงสามารถแสดง
ผลลัพธ์ที่ได้ดังต่อไปนี้ 

ตารางท่ี 3.4 ผลลัพธ์ที่ได้จากการทดลองด้วยวิธีการทดลองท่ี 3 ด้วย MSE + SSIM 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 31.87 21.71 0.742 
Blur_gamma 31.67 21.57 0.763 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 3 โดยใช้ภาพประเภท Blur 
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ภาพท่ี 3.14 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur โดยการ

กำหนดค่า MSE และ SSIM 

 จากภาพท่ี 3.14 กราฟแสดงค่า Loss ของภาพประเภท Blur ทำให้เห็นว่าค่า Loss มีค่า
ลดลงตามลำดับ ในการ Train ท้ังหมด 50 รอบ หากใช้จำนวนการ Train มากขึ้นมีแนวโน้มท่ีค่า 
Loss จะลดลงอย่างมีนัยสำคัญ สำหรับกราฟท่ีแสดงค่า Accuracy แสดงให้เห็นค่าความถูกต้องของ
การ Train Model ซึ่งในการทดลองนี้จะมีแนวโน้มสูงถ้ามีการ Train เพิ่มมากขึ้น 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 3 โดยใช้ภาพประเภท Blur_gamma 

  

ภาพท่ี 3.15 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma โดย
การกำหนดค่า MSE และ SSIM 

 จากภาพท่ี 3.15 กราฟค่า Loss มีค่าลดลงเมื่อใช้วิธีการทดลองแบบนี้ ส่วนค่า Accuracy มี
ความถูกต้องของโมเดลอยู่ในระดับคงท่ี 

วิธีท่ี 4  การทำ Autoencoder ด้วย MSE รวมกับ Total Variance (TV) 

 ในวิธีการนี้จะใช้การกำหนดค่าฟังก์ชันแบบ Customized Loss เพื่อปรับค่าพารามิเตอร์ของ 
MSE และค่า Total Variance (TV) ซึ่งการทดลองนี้จะ Weighting น้ำหนักให้มีความสมดุล เพื่อทำ
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ให้ค่า Loss ลดลง ซึ่งค่าท่ีปรับได้ดีท่ีสุดคือ MSE = 0.8 และ TV = 0.2 ก่อนท่ีจะนำไป Train Model 
โดยเพิ่มสูตรการคำนวณจากสมการท่ี 3.7 เข้ามาจึงสามารถแสดงผลลัพธ์ที่ได้ดังต่อไปนี้ 

ตารางท่ี 3.5 ผลลัพธ์ที่ได้จากวิธีที่ 4 ด้วย MSE + Total Variance (TV) 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 14.05 12.76 0.575 
Blur_gamma 13.99 12.57 0.561 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 4 โดยใช้ภาพประเภท Blur 

  

ภาพท่ี 3.16 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur โดยการการ
กำหนดค่า MSE และ Total Variance 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 4 โดยใช้ภาพประเภท Blur_gamma 

  

ภาพท่ี 3.17 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma โดย
การกำหนดค่า MSE และ Total Variance 
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วิธีท่ี 5  การทำ Autoencoder ด้วย MSE รวมกับ SSIM และ Total Variance (TV) 

 ในวิธีการนี้จะใช้การกำหนดค่าฟังก์ชันแบบ Customized Loss เพื่อปรับค่าพารามิเตอร์ของ 
MSE ซึ่งรวมท้ัง SSIM และค่า Total Variance (TV) ในการทดลองนี้จะ Weighting น้ำหนักให้มี
ความสมดุล เพื่อทำให้ค่า Loss ลดลง ซึ่งค่าท่ีปรับได้ดีท่ีสุดคือ MSE = 0.8 SSIM = 0.1 TV = 0.1
ก่อนท่ีจะนำไป Train Model โดยใช้สูตรการคำนวณจากสมการท่ี 3.5 – 3.7 เข้ามาจึงสามารถแสดง
ผลลัพธ์ที่ได้ดังต่อไปนี้ 

ตารางท่ี 3.6 ผลลัพธ์ที่ได้จากวิธีที่ 5 ด้วย MSE รวมกับ SSIM และ Total Variance (TV) 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 10.26 11.36 0.600 
Blur_gamma 11.07 12.76 0.609 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 5 โดยใช้ภาพประเภท Blur 

  

ภาพท่ี 3.18 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur โดยการ
กำหนดค่า MSE และ SSIM และTotal Variance (TV) 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 5 โดยใช้ภาพประเภท Blur_gamma 
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ภาพท่ี 3.19 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma โดย

การกำหนดค่า MSE และ SSIM และTotal Variance (TV) 

วิธีท่ี 6  การทำ Autoencoder ด้วย MSE รวมกับ SSIM และ VGG16 

 ในวิธีการนี้จะใช้การกำหนดค่าฟังก์ชันแบบ Customized Loss เพื่อปรับค่าพารามิเตอร์ของ 
MSE ซึ่งรวมท้ัง SSIM และค่า VGG16 ในการทดลองนี้จะ Weighting น้ำหนักให้มีความสมดุล เพื่อ
ทำให้ค่า Loss ลดลง ซึ่งค่าท่ีปรับได้ดีท่ีสุดคือ MSE = 0.8 SSIM = 0.1 VGG16 = 0.1 ก่อนท่ีจะนำไป 
Train Model โดยใช้สูตรการคำนวณจากสมการท่ี 3.4 รวมกับ 3.5 และ 3.6 เข้ามารวมกันจึง
สามารถแสดงผลลัพธ์ที่ได้ดังต่อไปนี้ 

ตารางท่ี 3.7 ผลลัพธ์ที่ได้จากวิธีท่ี 6 ด้วย MSE + SSIM + VGG16 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 32.64 22.06 0.777 
Blur_gamma 31.84 21.66 0.766 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 6 โดยใช้ภาพประเภท Blur 
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ภาพท่ี 3.20 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur โดยการ
กำหนดค่า MSE และ SSIM และVGG16 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 6 โดยใช้ภาพประเภท Blur_gamma 

  
ภาพท่ี 3.21 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma 

โดยการกำหนดค่า MSE และ SSIM และVGG16 

 วิธีท่ี 7  การทำ Autoencoder ด้วย MSE รวมกับ SSIM รวมกับ TV และ VGG16 

 ในวิธีการนี้จะใช้การกำหนดค่าฟังก์ชันแบบ Customized Loss เพื่อปรับค่าพารามิเตอร์ของ 
MSE ซึ่งรวมท้ัง SSIM, TV และค่า VGG16 ในการทดลองนี้จะ Weighting น้ำหนักให้มีความสมดุล 
เพื่อทำให้ค่า Loss ลดลง ซึ่งค่าท่ีปรับได้ดีท่ีสุดคือ MSE = 0.7 SSIM = 0.1 TV = 0.1 VGG16 = 0.1 
ก่อนท่ีจะนำไป Train Model โดยใช้สูตรการคำนวณจากสมการท่ี 3.4 , 3.5, 3.6 และ 3.7 เข้ามา
รวมกันจึงสามารถแสดงผลลัพธ์ที่ได้ดังต่อไปนี้ 

ตารางท่ี 3.8 ผลลัพธ์ที่ได้จากวิธีที่ 7 ด้วย MSE + SSIM + TV + VGG16 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 15.14 15.79 0.633 
Blur_gamma 15.47 16.05 0.689 

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 7 โดยใช้ภาพประเภท Blur 
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ภาพท่ี 3.22 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur โดยการทำ
กำหนดค่า MSE รวมกับ SSIM และ TV และ VGG16  

กราฟแสดงค่า Loss Function และค่า Accuracy ท่ีเกิดจากการ Train และ Test ของการ
ทดลองในวิธีท่ี 7 โดยใช้ภาพประเภท Blur_gamma 

  
ภาพท่ี 3.23 แสดงค่า Loss Function และค่า Accuracy ของภาพประเภท Blur_gamma โดย

การกำหนดค่า MSE รวมกับ SSIM และ TV และ VGG16 

วิธีท่ี 8 การทดลองด้วย Generative Adversarial Networks: GANs 

 สำหรับวิธีการนี้จะใช้วิธีการของ GANs โดยการทำงานนี้แบ่งออกเป็น 2 ส่วน คือการสร้าง
ภาพ Generator และ การทำนายภาพ  Discriminator เป็นหลักเข้ามาใช้ในการทดลอง ซึ่งการ
ทดลองนี้ได้ใช้ชุดข้อมูลของ GoPro-Large เช่นเดียวกัน  
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ตารางท่ี 3.9 ผลลัพธ์ที่ได้จากวิธีท่ี 8 ด้วย GANs 

 

ประเภทของภาพเบลอ 
การวัดประสิทธิภาพของภาพ 

SNR PSNR SSIM 
Blur 11.64 11.70 0.580 
Blur_gamma 11.27 10.46 0.479 

 ในการทดลองด้วยวิธีของ GANs กับชุดข้อมูลของ GoPro-Large พบว่าผลลัพธ์ท่ีไม่ดีเมื่อ
เปรียบเทียบกับการทำ Autoencoder 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 

 



 

 

 

บทท่ี 4 
ผลการวิจัย 

 จากการออกแบบวิธีการวิจัยในรูปแบบต่างๆ ในบทท่ี 3 จึงส่งผลให้นำผลการวิจัยมารายงาน
ในบทท่ี 4 และในบทนี้จะได้อธิบายถึงผลการวิจัยในวิธีการต่างๆ รวมถึงความเป็นไปได้ท่ีจะส่งผลให้
งานวิจัยนี้สำเร็จ โดยมีรายละเอียดดังต่อไปนี้ 

4.1 ผลการวิจัยด้วยอัลกอริทึมของ Autoencoder ในรูปแบบต่างๆ กับภาพประเภท Blur 
ในการออกแบบวิธีการวิจัยด้วยวิธีการต่างๆ โดยใช้ชุดข้อมูล (Dataset) ของ GoPro-Large 

ซึ่งมีรูปแบบของการเบลอ 2 ประเภท ประกอบด้วย Blur และ Blur_gamma ดังนั้นจึงสามารถสรุป
ผลการวิจัยจากวิธีการท้ังหมด 8 วิธี แบ่งออกเป็นการเข้ารหัสแบบอัตโนมัติ (Autoencoder) จำนวน 
7 วิธี และ การทำ Generative Adversarial Networks: GANs จำนวน 1 วิธี ซึ่งมีรายละเอียด
ดังต่อไปนี้ 
ตารางท่ี 4.1 แสดงผลการทดลองด้วยการเข้ารหัสแบบอัตโนมัติ (Autoencoder) จำนวน 7 วิธี กับ
ภาพประเภท Blur 

วิธีที่ใช้ทดลอง Blur SNR PSNR SSIM Time 

วิธีที่ 1 Autoencoder 32.53 22.00 0.771 2.10 

วิธีที่ 2 Perceptual (VGG16) 31.82 21.65 0.753 2.50 

วิธีที่ 3 MSE + SSIM 31.87 21.71 0.742 2.28 

วิธีที่ 4 MSE + Total Variance (TV) 14.05 12.76 0.575 3.30 

วิธีที่ 5 MSE + SSIM + Total Variance (TV) 10.26 11.36 0.600 2.45 

วิธีที่ 6 MSE + SSIM + VGG16 32.64 22.06 0.777 3.16 

วิธีที่ 7 MSE + SSIM + Total Variance (TV) + VGG16 15.14 15.79 0.633 4.52 

        จากตารางท่ี 4.1 แสดงให้เห็นถึงผลลัพธ์ท่ีมีค่าเฉล่ียในแต่ละด้านของการทดลองแต่ละวิธี 
โดยใช้ภาพประเภท Blur 

จากตารางสรุปผลการวิ จัยท่ี เกิดจากการออกแบบ โดยใช้วิธีการเข้ารหัสอัตโนมั ติ  
(Autoencoder) ในแต่ละแบบกับภาพประเภท Blur พบว่าการออกแบบในวิธีท่ี 6 ซึ่งได้ใช้การ
ปรับปรุงค่า Loss function โดยนำสมการของค่า MSE รวมกับ SSIM และ VGG16 มาทำงานร่วมกัน 
ซึ่งส่งผลให้ภาพผลลัพธ์มีความคมชัดมากกว่าวิธีอื่นๆ เมื่อนำภาพผลลัพธ์ท่ีได้มาเปรียบเทียบกับวิธีการ
เข้ารหัสอัตโนมัติแบบปกติหรือเกณฑ์พื้นฐาน (Base line) ในการวัดประสิทธิภาพของภาพ  
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จากการออกแบบการวิจัย ด้วยการเข้ารหัสแบบอัตโนมัติ (Autoencoder) ได้นำการ
เปรียบเทียบค่า Loss และ Accuracy ท่ีเกิดขึ้นในการเรียนรู้เพื่อสร้างโมเดล ประเภท Blur โดยมี
รายละเอียดดังต่อไปนี้ 

วิธีที่ใช ้ Loss Function Accuracy 
Autoencoder 

 
 

Perceptual (VGG16) 

  
MSE + SSIM 

  
MSE + TV 

  
MSE + SSIM + TV 
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วิธีที่ใช ้ Loss Function Accuracy 
MSE + SSIM + VGG16 

  
MSE+SSIM+ 
TV+VGG16 

  
ภาพท่ี 4.1 กราฟแสดงค่า Loss function และค่า Accuracy ของการทดลองแต่ละแบบของภาพ
ประเภท Blur 

4.2 ผลการวิจัยด้วยอัลกอริทึมของการเข้ารหัสแบบอัตโนมัติ Autoencoder ในรูปแบบต่างๆ 
กับภาพประเภท Blur_gamma 

 จากการออกแบบโดยใช้อัลกอริทึมของการเข้ารหัสแบบอัตโนมัติ (Autoencoder) โดย
นำมาใช้กับชุดข้อมูลของ GoPro-Large และใช้ภาพประเภท Blur_gamma ในการทดลอง จึง
สามารถสรุปผลได้ดังต่อไปนี้ 

ตารางท่ี 4.2 แสดงผลการทดลองด้วยการเข้ารหัสแบบอัตโนมัติ (Autoencoder) จำนวน 7 วิธี กับ
ภาพประเภท Blur_gamma 

วิธีที่ใช้ทดลอง Blur_gamma SNR PSNR SSIM Time 

วิธีที่ 1 Autoencoder 32.91 22.20 0.770 2.26 

วิธีที่ 2 Perceptual (VGG16) 32.55 22.02 0.757 2.59 

วิธีที่ 3 MSE + SSIM 31.67 21.57 0.763 2.33 

วิธีที่ 4 MSE + Total Variance (TV) 13.99 12.57 0.561 3.45 

วิธีที่ 5 MSE + SSIM + Total Variance (TV) 11.07 12.76 0.609 2.56 

วิธีที่ 6 MSE + SSIM + VGG16 31.84 21.66 0.766 3.30 

วิธีที่ 7 MSE + SSIM + Total Variance (TV) + VGG16 15.47 16.05 0.689 5.12 
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จากตารางสรุปผลการวิ จัยท่ี เกิดจากการออกแบบ โดยใช้วิธีการเข้ารหัสอัตโนมั ติ  
(Autoencoder) ในแต่ละแบบกับภาพประเภท Blur_gamma พบว่าในแต่ละวิธีท่ีออกแบบไม่
สามารถทำให้ภาพเบลอประเภทนี้มีความคมชัดเพิ่มข้ึนได้ เนื่องจากภาพประเภทนี้มีรูปแบบการเบลอ
ท่ีแตกต่างจากภาพประเภท Blur จึงทำให้ผลลัพธ์ที่ได้ไม่ดีขึ้น 

ผลการออกแบบในการวิจัยนี้มีการเปรียบเทียบค่า Loss และ Accuracy ท่ีเกิดขึ้นในการ
เรียนรู้เพื่อสร้างโมเดล ประเภท Blur_gamma โดยมีรายละเอียดดังต่อไปนี้ 

วิธีที่ใช ้ Loss Function Accuracy 
Autoencoder 

  
Perceptual (VGG16) 

  
MSE + SSIM 

  
MSE + TV 
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วิธีที่ใช ้ Loss Function Accuracy 
MSE + SSIM + TV 

  
MSE + SSIM + VGG16 

 
 

MSE+SSIM+ 
TV+VGG16 

  

ภาพท่ี 4.2 กราฟแสดงค่า Loss function และค่า Accuracy ของการทดลองแต่ละแบบของภาพ
ประเภท Blur_gamma 

4.3 ผลจากการออกแบบด้วยอัลกอริทึมของ Generative Adversarial Networks: GANs  

ในส่วนของการออกแบบการวิจัยด้วย Generative Adversarial Networks: GANs เป็นอีก 
1 วิธีท่ีได้ออกแบบมาเพื่อใช้ในการปรับปรุงภาพให้มีประสิทธิภาพดีขึ้น โดยใช้ชุดข้อมูลเดียวกับกับ
การทดลองท้ัง 7 วิธี ซึ่งผลลัพธ์ที่ได้ไม่ดีขึ้นเมื่อเปรียบเทียบกับภาพเบลอปกติในแต่ละประเภท ดังนั้น
จึงสามารถสรุปได้ว่าวิธีการปรับปรุงภาพด้วย Generative Adversarial Networks: GANs ไม่
สามารถปรับปรุงคุณภาพของภาพในลักษณะแบบนี้ได้ โดยผลลัพธ์ท่ีได้เมื่อวัดประสิทธิภาพของภาพ
โดยมี ค่า SNR, PSNR และ SSIM เท่ากับ 11.64, 11.70, 0.580 ตามลำดับ และใช้เวลาในการ
ประมวลผลประมาณ 4-5 ช่ัวโมง อีกท้ังยังทำให้ภาพผลลัพธ์ไม่มีความคมชัด เมื่อเทียบกับวิธีการของ 
Autoencoder 

จากการออกแบบการวิจัยด้วยอัลกอริทึมท้ัง 2 แบบ ได้แก่การทำ Autoencoder และ 
Generative Adversarial Networks: GANs ซึ่งใช้การออกแบบท้ังหมด 8 วิธี  โดยใช้ชุดข้อมูล 
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GoPro-Large ซึ่งแบ่งภาพเป็น 2 ประเภทได้แก่ แบบ Blur และ Blur_gamma พบว่า วิธีการทดลอง
โดยใช้ Autoencoder ท่ีมีการปรับค่าพารามิเตอร์ด้วยการทำ Customized loss function โดยนำ
สมการของค่า Mean Squared Error (MSE) ทำงานร่วมกับ SSIM และ VGG16 โดยใช้การ Train 
จำนวน 50 รอบ สามารถลดความเบลอของภาพได้สูงกว่า Baseline ซึ่งใช้ได้ดีกับภาพประเภท Blur 
โดยมีค่า SNR, PSNR และ SSIM เท่ากับ 32.64, 22.06, 0.777 ตามลำดับ และใช้เวลาประมาณ 
3.16 นาที ซึ่งถือว่ายังใช้เวลานานมาก 

 

4.4 ภาพผลลัพธ์ท่ีเกิดจากการใช้อัลกอริทึมท้ัง 2 แบบ โดยใช้ภาพท้ัง 2 ประเภท  

ภาพผลลัพธ์ที่เกิดจากการออกแบบการวิจัยด้วยอัลกอริทึม 2 วิธี จำนวนท้ังหมด 8 วิธี จาก
ภาพประเภท Blur โดยใช้การ Train จำนวน 50 รอบ 

Blur image Autoencoder (MSE) VGG16 

   
MSE+SSIM MSE + TV MSE + SSIM + TV 

   
MSE + SSIM + VGG16 MSE+SSIM+TV+VGG16 GANs 

   
ภาพท่ี 4.3 ผลลัพธ์ที่ผ่านการทดลองด้วยวิธีการต่างๆ กับภาพประเภท  

Blur 
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ภาพผลลัพธ์ที่เกิดจากการออกแบบการวิจัยด้วยอัลกอริทึม 2 วิธี จำนวนท้ังหมด 8 วิธี จาก
ภาพประเภท Blur_gamma โดยใช้การ Train จำนวน 50 รอบ 

Blur image Autoencoder (MSE) VGG16 

   
MSE+SSIM MSE + TV MSE + SSIM + TV 

   
MSE + SSIM + VGG16 MSE+SSIM+TV+VGG16 GANs 

   
ภาพท่ี 4.4 ผลลัพธ์ที่ผ่านการทดลองด้วยวิธีการต่างๆ กับภาพประเภท  

Blur_gamma 



 

 

 

บทท่ี 5  
สรุปผล อภิปรายผล และข้อเสนอแนะ 

 การวิจัยเรื่อง การลดความเบลอของภาพ เป็นการวิจัยเชิงทดลอง (Experiment Research) 
โดยสร้างขึ้นมาเพื่อใช้สำหรับการปรับปรุงภาพให้มีความเบลอลดลงและมีความชัดเจนมากขึ้น ซึ่งเป็น
การประยุกต์การทำงานของการเรียนรู้ เชิงลึก (Deep learning) การประมวลผลภาพ (Image 
Processing) และ Perceptual VGG16 รวมกับการออกแบบอัลกอริทึมท่ีมีโครงสร้างการทำงาน 
เพื่อให้สามารถลดความเบลอของภาพ และเมื่อได้ทดลองเป็นท่ีเรียบร้อยแล้ว ในบทนี้จึงขอสรุปผล 
อภิปรายผล รวมถึงปัญหาและอุปสรรคในการดำเนินงาน ตลอดจนข้อสนอแนะต่างๆ ดังต่อไปนี้ 

5.1 สรุปผล  

ในการวิจัยนี้จะขอสรุปผลการทดลองออกเป็น 3 ด้าน โดยมีรายละเอียดดังต่อไปนี้ 
1. ด้านการใช้ชุดข้อมูล 
   ในการวิจัยนี้ได้เลือกใช้ชุดข้อมูลท้ังหมด 3 ชุด ประกอบด้วย GoPro-large, Real-world 

และ Kohler แต่เนื่องจากชุดข้อมูลของ Real-world และ Kohler มีตำแหน่งของภาพระหว่างภาพ
เบลอ (Blur image) กับภาพชัด (Sharp image) ไม่ตรงกันจึงไม่สามารถนำมาประมวลผลภาพได้ ซึ่ง
จากการทดลองในหลายวิธีเมื่อวัดประสิทธิภาพของภาพจากหลายๆ วิธีแล้ว พบว่ามีค่าเฉล่ียสูงกว่าค่า
เบลอมาตรฐานมากเกินไป เมื่อตรวจข้อเท็จจริง จึงทำให้ทราบว่าชุดข้อมูลภาพท่ีนำมามีตำแหน่งไม่
ตรงกัน ดังนั้นจึงทำให้ไม่สามารนำชุดข้อมูลท้ังสองชุดนี้มาใช้ในการวิจัยได้ 

ดังนั้นในการทดลองตลอดการวิจัยเรื่องการลดความเบลอของภาพ ( Image deblurring) จึง
เลือกใช้ชุดข้อมูลของ GoPro-Large เพียงชุดเดียว ซึ่งเป็นชุดท่ีมีข้อมูลภาพจำนวนมาก โดยมีจำนวน 
9,642 ภาพ แบ่งออกเป็น 2 ประเภท คือ Blur และ Blur_gamma อีกท้ังยังแบ่งออกเป็นชุดข้อมูลท่ี
ใช้สำหรับการ Train 6,309 ภาพ และชุดข้อมูลท่ีใช้สำหรับการ Test จำนวน 3,333 ภาพ ดังนั้นจึง
สามารถนำมาใช้ในการวิจัยได้ 

2. การออกแบบการทดลอง 
สำหรับการออกแบบการทดลองในการวิ จัยนี้ ไ ด้ใช้อัลกอริ ทึมหลักๆ อยู่  2  วิธี คือ 

Autoencoder และ Generative Adversarial Networks: GANs โดยแบ่งการทดลองออกเป็น 8 
วิธี ซึ่งใช้อัลกอริทึมของ Autoencoder จำนวน 7 วิธี ประกอบไปด้วย 
  - วิธีท่ี 1 Autoencoder 
  - วิธีท่ี 2 Perceptual (VGG16) 
  - วิธีท่ี 3 MSE + SSIM 
  - วิธีท่ี 4 MSE + Total Variance (TV) 
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  - วิธีท่ี 5 MSE + SSIM + Total Variance (TV) 
  - วิธีท่ี 6 MSE + SSIM + VGG16 
  - วิธีท่ี 7 MSE + SSIM + Total Variance (TV) + VGG16 

จากการออกแบบการทดลองด้วยอัลกอริทึมของ การเข้ารหัสอัตโนมัติ (Autoencoder) 
สามารถลดความเบลอของภาพได้ดีและมีประสิทธิภาพสูงขึ้น ส่วนวิธีการในการปรับปรุงภาพโดยใช้
อัลกอริทึมของ Generative Adversarial Networks: GANs เป็นวิธีท่ี 8 นั้น พบว่าอัลกอริทึมนี้ยังไม่
สามารถปรับปรุงภาพให้มีความคมชัดขึ้นได้  

3. ผลท่ีได้จากการวิจัย 
จากการออกแบบวิธีการวิจัยโดยใช้อัลกอริทึม 2 แบบ ซึ่งมีท้ังหมดท้ัง 8 วิธี พบว่า วิธีท่ี 6 

โดยการใช้ฟั งก์ ชันของ MSE แบบ  Custom Loss ท่ี ใช้  MSE + SSIM + VGG16 ส่งผลให้การ
ปรับปรุงภาพมีประสิทธิภาพเพิ่มขึ้น สำหรับการทดลองนี้ใช้การ Train ข้อมูลจำนวน 50 รอบ และ
สามารถลดความเบลอของภาพได้สูงกว่า Baseline กับภาพประเภท Blur โดยมีค่า SNR, PSNR, 
SSIM เท่ากับ 32.74, 22.11, 0.780 ตามลำดับ ซึ่งจะทำให้การปรับปรุงภาพประเภท Blur มีความ
เบลอลดลงตามวัตถุประสงค์อย่างมีนัยสำคัญ ดังนั้นอัลกอริทึมของ Autoencoder สามารถปรับปรุง
ภาพเบลอได้ดีกับชุดข้อมูลของ GoPro-Large กับภาพประเภท Blur ในส่วนของภาพประเภท 
Blur_gamma ยังไม่สามารถปรับให้ชัดเจนขึ้นได้ซึ่งอาจจะต้องใช้วิธีการอื่นๆเพื่อทำให้ภาพชัดเจนขึ้น
ได้ 

5.2 อภิปรายผล 

 จากการทดลองท้ัง 8 วิธี  พบว่าการทดลองในวิธี  Image Deblurring Autoencoder 
Network โดยใช้อัลกอริทึมนี้ โดยปรับมาใช้วิธีการทดลองท่ีผ่านมาส่งผลให้ผลลัพธ์บางวิธีดีขึ้น แต่ยัง
มีค่า SNR, PSNR และ SSIM สูงกว่า Baseline เพียงเล็กน้อย ซึ่งอาจเกิดจากการทดลองดังกล่าว
ไม่ได้ใช้จำนวนการ Train ชุดข้อมูลในจำนวนมากเท่าท่ีควร เนื่องจากมีข้อจำกัดของเครื่องท่ีใช้ในการ
ประมวลผล  

5.3 ข้อเสนอแนะ 
 จากการทดลองในการวิจัยนี้ ผู้วิจัยได้พบปัญหาท่ีเกิดขึ้นสำหรับการทดลองนี้อยู่หลายอย่าง 
โดยสรุปได้ดังต่อไปนี้ 
 1. ชุดข้อมูลท่ีใช้ จากการท่ีผู้วิจัยได้เลือกชุดข้อมูลมา 3 ชุด ได้แก่ GoPro-Large, Real-
world และ Kohler ในการทดลองพบว่าชุดข้อมูลของ Real-world และ Kohler ไม่สามารถนำมาใช้
งานได้เนื่องจากมีตำแหน่งของภาพท่ีไม่ตรงกัน ดังนั้นจึงทำให้ภาพและการวัดประสิทธิภาพของภาพมี
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ความไม่ถูกต้องจึงไม่สามารถนำมาใช้งานได้ ดังนั้นในการวิจัยนี้จึงใช้ชุดข้อมูลของ GoPro-Large ได้
เพียงชุดเดียวเท่านั้น 
 2. การประมวลผล ในการใช้เครื่องคอมพิวเตอร์ในการประมวลผลนั้น สำหรับการทำ Image 
Processing จำเป็นอย่างยิ่งท่ีจะต้องใช้เครื่องความพิวเตอร์ท่ีการประมวลผลสูงๆ แต่ในการวิจัยนี้
ผู้วิจัยได้ใช้เครื่องท่ีมีประสิทธิภาพของเครื่องไม่สูงพอ โดยผู้วิจัยได้ใช้เครื่องคอมพิวเตอร์ Notebook 
ระบบปฏิบัติการแบบ Mac OS ซึ่งมีรายละเอียดดังต่อไปนี้ CPU : 2Ghz Quad-Core Intel Core 
i5, Graphics Intel Iris Plus Graphic 1,536 MB, Memory : 16 GB ซึ่งในการประมวลผลยังถือว่า
ช้า อีกท้ังชุดข้อมูลของ GoPro-Large มีขนาดใหญ่และมีจำนวนภาพท่ีเยอะ ดังนั้นหากเป็นไปได้จึง
ขอให้ใช้เครื่อง PC ท่ีสามารถเพิ่ม หรือปรับแต่งให้เครื่องมีประสิทธิภาพสูงขึ้น จึงจะทำให้การ
ประมวลผลเร็วขึ้นและการทำงานได้ผลดีขึ้น 
 3. โปรแกรมท่ีใช้ในการประมวลผล ทางผู้วิจัยได้เลือก Google Colaboratory ซึ่งเป็น
โปรแกรมท่ีสามารถใช้งานได้ฟรีและสามารถใช้งานได้ง่าย และได้ผลลัพธ์ท่ีดี แต่เนื่องจากการ
ประมวลผลของโปรแกรมมีขีดจำกัดในการใช้ทรัพยากรของโปรแกรม จึงจำเป็นต้องซื้อเพิ่ม เพื่อท่ีจะ
ทำให้การประมวลผลเร็วขึ้น และปัญหาท่ีตามมาคือโปรแกรม Google Colaboratory นี้จะหลุด 
Session บ่อย เนื่องจากการประมวลจะต้องใช้เวลานานและใช้ทรัพยากรของเครื่องเยอะจึงทำให้ต้อง
มารันโปรแกรมใหม่ตลอดเวลา ดังนั้นผู้วิจัยจึงของเสนอให้ใช้โปรแกรมอื่นเช่น Visual Studio Code 
(VScode) ในการเขียนโปรแกรมแทน 
 4. การ Train ข้อมูล สำหรับการทดลองท้ังหมดในการวิจัยนี้ได้ใช้การ Train ข้อมูลเพียง 50 
รอบ เนื่องจากมีข้อจำกัดทางเครื่องท่ีใช้ในการประมวสลผล ดังนั้นผลลัพธ์ท่ีได้อาจจะไม่สูงมากและ
ผู้วิจัยขอแนะนำให้ผู้ท่ีสนใจในเรื่องนี้ทำการ Train ข้อมูลในปริมาณท่ีเยอะกว่านี้ เช่น 100, 500 หรือ
1,000 รอบ เพื่อท่ีจะได้ข้อมูลท่ีมีประสิทธิภาพมากขึ้น แตข้อเสียคือจะต้องใช้เวลาในการประมวลผล
ค่อนข้างนาน 
 5. สำหรับวิธีการปรับปรุงภาพด้วยวิธีการของการเข้ารหัสอัตโนมัติ (Autoencoder) อาจจะ
นำไปใช้กับชุดข้อมูลท่ีเป็นภาพเกี่ยวกับทางการแพทย์ เพื่อปรับภาพท่ีเกิดจากการ X- ray หรือภาพ
จากการทำ CT scan, MRI ให้มีความชัดเจนและมีประสิทธิภาพมากขึ้น และจะทำให้เกิดประโยชน์แก่
การวินิจฉัยโรคได้ดีขึ้น 
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