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บทคัดย่อ 

  
วัตถุประสงค์ของงานวิจัยฉบับนี้เพ่ือคัดเลือกเทคนิคในการเรียนรู้ของเครื่อง รวมถึงการ

เรียนรู้เชิงลึก ที่มีประสิทธิภาพสูงสุดในการจำแนกความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือก  
เทคนิคที่นำมาใช้ในสร้างแบบจำลอง ประกอบด้วย เทคนิคต้นไม้ตัดสินใจ ซี 4.5  เทคนิคเนอีฟ
เบย์  เทคนิคการเรียนรู้ของเครื่อง  และเทคนิคเพอร์เซปตรอนหลายชั้น  ผู้วิจัยได้ทำการรวบรวม
ข้อมูลจากเว็บ Facebook, YouTube, Pantip และ TikTok จำนวน 2,265 ความคิดเห็น จากนั้นได้
นำกระบวนการเหมืองความคิดเห็นมาใช้ในการจำแนกความคิดเห็นของผู้ใช้ยานยนต์พลังงาน
ทางเลือกเป็นความคิดเห็นเชิงบวกและเชิงลบ  ในการวัดประสิทธิภาพของแบบจำลองผู้วิจัยได้ใช้
หลักการไขว้ทับแบบ  10 ส่วน เพ่ือแบ่งข้อมูลเป็นชุดเรียนรู้ และชุดทดสอบ  ค่าความถ่วง (F-
Measure) ค่าความแม่นยำ (Precision) และค่าความระลึก (Recall) ได้ถูกนำมาใช้ในการแสดง
ประสิทธิภาพของแบบจำลอง จากการทดลองเพ่ือคัดเลือกเทคนิคที่สามารถสร้างแบบจำลองที่มี
ประสิทธิภาพสูงสุด พบว่าเทคนิคเพอร์เซปตรอนหลายชั้น  สร้างสามารถสร้างแบบจำลองที่มี
ประสิทธิภาพสูงสุดที่ค่าความถ่วงที่ร้อยละ 95.30 ค่าความแม่นยำที่ร้อยละ 95.30 และค่าความระลึก
ที่ร้อยละ 95.30 

 
คำสำคัญ : เหมืองความคิดเห็น, การวิเคราะห์ความคิดเห็น, ยานยนต์พลังงานทางเลือก, เหมืองข้อมูล 
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ABSTRACT 

  
The objective of this research is to select the most efficient machine 

learning techniques, including deep learning, for classifying user opinions on 
alternative energy vehicles. The techniques considered for model creation include 
decision tree C4.5, Naive Bayes, machine learning, and multilayer perceptron. The 
researchers collected data from Facebook, YouTube, Pantip, and TikTok, comprising 
2,265 comments. Opinion mining was employed to categorize the comments as 
positive or negative. In order to evaluate model performance, the researchers 
utilized the 10-fold cross-validation method to split the data into training and testing 
sets. The F-Measure, Precision, and Recall metrics were employed to demonstrate 
the effectiveness of the models. Experimental results aimed at selecting the 
technique that could generate the most efficient model revealed that the multilayer 
perceptron technique achieved the highest performance, with F-Measure, Precision, 
and Recall values all at 95.30 percent. 
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บทที่ 1 

บทนำ 

1.1 ความเป็นมาของการวิจัย 

จากภาวะวิกฤตพลังงานเชื้อเพลิงโลกมีราคาผันผวน [1] ส่งผลกระทบต่อราคาน้ำมันใน
เมืองไทย ทำให้มีราคาที่สูงขึ้น จึงทำให้ผู้ใช้งานยานยนต์มีความสนใจในยานยนต์พลังงานทางเลือก
เพ่ิมมากขึ้น [2]  เพ่ือเป็นทางเลือกหนึ่งในการประหยัดค่าใช้จ่ายประจำวัน [3] ยานยนต์พลังงาน
ทางเลือก รถยนต์ไฮบริด รถยนต์ปลั๊กอินไฮบริด รถยนต์ไฟฟ้า รถยนต์ไฟฟ้าแบบเซลล์เชื้อเพลิง เป็น
ต้น แต่อย่างไรก็ตามยานยนต์พลังงานทางเลือกยังไม่แพร่หลายมากนักเนื่องจากข้อจำกัดต่าง ๆ ใน
การเดินทางรวมถึงความไม่มั่นใจการใช้งานในช่วงฤดูฝนที่มีน้ำท่วมขัง [4] จึงทำให้กลุ่มผู้ใช้งานจริง
จำนวนมากที่ได้แสดงความคิดเห็นผ่านทางสื่อสังคมออนไลน์ต่าง ๆ เช่น เว็บ Facebook, YouTube, 
Pantip และ TikTok ในรูปแบบของการแสดงความคิดเห็นคิดเห็นเชิงบวก และเชิงลบ ทำให้ไม่
สามารถแยกได้ว่าความคิดเห็นนั้นเป็นเชิงบวกหรือเชิงลบ ดังนั้นในงานวิจัยนี้ ได้ทำการศึกษาความ
คิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือก โดยใช้กระบวนการเหมืองความคิดเห็น    
 เหมืองความคิดเห็น (Opinion Mining) คือ กระบวนการวิเคราะห์ความคิดเห็นที่เป็น
ภาษาธรรมชาติ ในการจำแนกความคิดเห็นออกเป็นเชิงบวก เชิงลบ และเป็นกลาง [5] นักวิจัยจำนวน
มากได้นำเหมืองความคิดเห็นมาใช้ในการจำแนกความคิดเห็น ซึ่งเทคนิคที่นำมาใช้ในการสร้าง
แบบจำลองโดยส่วนใหญ่เป็นเทคนิคจากเหมืองข้อมูล (Data Mining) และการเรียนรู้ของเครื่อง 
(Machine Learning) เช่น ปราโมชย์ นามวงศ์ และคณะ [6] ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน 
เทคนิคนาอีฟเบย์ เทคนิคเคเนียเรสเนเบอร์ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 และเทคนิคความจำ
ระยะสั่น-ระยะยาว ในการทดลองจำแนกความคิดเห็นบนเครือข่ายสังคมออนไลน์เฟสบุ๊คของ
ผู้ ใช้บริการร้านอาหารในจังหวัดอุบลราชธานี พบว่า เทคนิคต้นไม้ตัดสินใจ  แบบ ซี  4.5  มี
ประสิทธิภาพสูงสุดในการทดลองมีค่าความถูกต้องเท่ากับร้อยละ 89.00  ส่วนงานวิจัยของ พิศิษฐ์ 
บวรเลิศสุธี และคณะ [7] ใช้เทคนิคเคเนียเรสเนเบอร์ เทคนิคป่าไม้แบบสุ่ม เทคนิคการลดการ
เคลื่อนย้าย และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน ในการจำแนกความคิดเห็นของผู้ใช้สินค้า พบว่า 
เทคนิคซัพพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพในการจำแนกสูงที่สุดที่ค่าความแม่นยำที่ร้อยละ 
79.00 ยิ่งไปกว่านั้น Adebayo Abayomi และคณะ [8] ได้ใช้เทคนิคพจนานุกรมเล็กซิตรอน เทคนิค
ซัพพอร์ตเวกเตอร์แมชชีน และเทคนิคการเรียนรู้เชิงลึก ในการจำแนกความคิดเห็นของผู้ใช้งาน
โปรแกรม Yahoo จาก Twitter พบว่า เทคนิคการเรียนรู้เชิงลึก มีประสิทธิภาพดีที่สุดที่ความแม่นยำ
ถึงร้อยละ 80.38  
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 ดังนั้นผู้วิจัยจึงมีแนวคิดที่จะพัฒนาแบบจำลองที่จะจำแนกความคิดเห็นของคนไทยต่อผู้ใช้
ยานยนต์พลังงานทางเลือก เพ่ือให้ได้ความคิดเห็นของคนไทยที่มีแต่ยานยนต์พลังงานทางเลือกว่าอยู่
ในเชิงบวกหรือเชิงลบ ด้วยการทำเหมืองความคิดเห็น โดยใช้เทคนิคต้นไม้ตัดสินใจ (Decision Tree: 
C4.5)  เทคนิคเนอีฟเบย์ (Naïve Bayes: NB)  เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector 
Machine: SVM)  และเทคนิคเพอร์เซปตรอนหลายชั้น (Multi-layer Perceptron: MLP)  การวัด
ประสิทธิภาพแบบจำลองผู้วิจัยใช้วิธีการ 10-Fold Cross Validation เพ่ือแบ่งกลุ่มข้อมูลออกเป็นชุด
ข้อมูล 2 ชุด คือ ชุดข้อมูลสำหรับเรียนรู้และชุดข้อมูลสำหรับทดสอบ โดยใช้ค่าความแม่นยำ
(Precision) ค่าความระลึก (Recall) และค่าความถ่วง (F-Measure)  ในการเปรียบเทียบ
ประสิทธิภาพของแบบจำลอง เพ่ือหาว่าเทคนิคใดมีประสิทธิภาพสูงสุดในการจำแนกความคิดเห็นของ
คนไทยที่มีต่อยานยนต์พลังงานทางเลือก 

1.2 ความมุ่งหมายของการวิจัย 

 - เพ่ือศึกษาความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก 

- เพ่ือศึกษาและเปรียบเทียบประสิทธิภาพของแบบจำลองในการจำแนกความคิดเห็นของคน

ไทยที่มตี่อยานยนต์พลังงานทางเลือกบนสื่อสังคมออนไลน์ด้วยเทคนิคเหมืองความคิดเห็น  

1.3 ขอบเขตของการวิจัย 

 - เปรียบเทียบประสิทธิภาพของแบบจำลองในการทำเหมืองข้อมูลจำแนกความรู้สึกของคน

ไทย ที่มตี่อยานยนต์พลังงานทางเลือกบนสื่อสังคมออนไลน์ 4 แบบ ได้แก่ 

 1.  Decision Tree C4.5: C4.5 

 2.  Naïve-Bayes: NB 

 3.  Support Vector Machine: SVM 

 4.  Multi-layer Perceptron: MLP 

 - ศึกษาและวิเคราะห์ความคิดเห็นของคนไทยจากข้อมูลการแสดงความคิดเห็นที่เก่ียวกับยาน

ยนต์พลังงานทางเลือกจาก 4 เว็บไซต์ ได้แก่ Twitter, Facebook, Pantip และ Tiktok จำนวน 

7,680 ความคิดเห็น 

1.4 ผลที่คาดว่าจะได้รับจากการวิจัย 

- ได้ความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกจากการทำเหมืองความคิดเห็น 
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- ได้แบบจำลองที่มีประสิทธิภาพในการจำแนกความคิดเห็นของผู้ใช้รถยนต์พลังงานทางเลือก

ที่เป็นแบบ Hybrid, Plugin Hybrid และ Electric Vehicle จากเว็บ Twitter, Facebook, Pantip 

และ Tiktok 

  

1.5 นิยามศัพท์เฉพาะ 

 1.5.1 ยานยนต์พลังงานทางเลือก (Alternative-Energy Vehicle) คือ รถยนต์ ที่ใช้พลังงาน

มากกว่า 1 อย่าง ในการขับเคลื่อนหรือจะเป็นรถยนต์ที่ไม่มีการสันดาปในเครื่องยนต์ซึ่งในปัจจุบันถูก

แบ่งออกเป็น 4 กลุ่มหลักๆ ได้แก่  รถยนต์ไฟฟ้าไฮบริด (Hybrid Electric Vehicle: HEV) รถยนต์

ไฟฟ้าปลั๊กอินไฮบริด (Plug-in Hybrid Electric Vehicle: PHEV) รถยนต์ไฟฟ้าแบตเตอรี่ (Battery 

Electric Vehicle: BEV) และ รถยนต์ไฟฟ้าเซลล์เชื้อเพลิง (Fuel Cell Electric Vehicle: FCEV) ซึ่ง

ทั้ง 4 กลุ่มนี้จะมีลักษณะพิเศษอย่างหนึ่งที่ตรงกันคือนอกจากจะใช้พลังงานไฟฟ้าเป็นส่วนหนึ่งในการ

ขับเคลื่อนแล้ว รถยนต์ทั้ง 4 กลุ่มได้มีการแข่งขันด้านการตลาดในประเทศไทยที่เห็นได้ชัดเจนก็คือตาม

สื่อสังคมออนไลน์ต่าง ๆ ได้มีการก่อตั้งชุมชน (Community) ของคนที่สนใจรถยนต์ในกลุ่มนั้น ๆ 

ขึ้นมามากมาย จึงทำให้ง่ายต่อการหาข้อมูล (Data) เพ่ือใช้ในการวิจัย 

 1.5.2 รถยนต์ไฟฟ้าไฮบริด (Hybrid Electric Vehicle: HEV) คือ รถยนต์ไฮบริด คือรถยนต์

ที่ประกอบด้วยเครื่องยนต์สันดาปภายใน พร้อมมีมอเตอร์ไฟฟ้าเสริมกำลังขับเคลื่อน และสนับสนุน

การเบรกแบบผันกลับ (Regenerative Braking) เพ่ือเก็บสำรองพลังงานในรูปแบบพลังงานไฟฟ้า 

เป็นการผสมผสานระหว่างเครื่องยนต์กับมอเตอร์ไฟฟ้า ซึ่งทำให้ระบบการขับเคลื่อนมีประสิทธิภาพ

สูงขึ้น สิ้นเปลืองเชื้อเพลิงต่ำกว่ารถยนต์ปกติ  

 1.5.3 รถยนต์ไฟฟ้าปลั๊กอินไฮบริด (Plug-in Hybrid Electric Vehicle: PHEV) คือ รถยนต์

ไฟฟ้าที่พัฒนาต่อมาจากรถยนต์ไฟฟ้าไฮบริด โดยสามารถประจุพลังงานไฟฟ้าได้จากแหล่งภายนอก 

(Plug-in) ทำให้รถยนต์สามารถใช้พลังงานพร้อมกันจาก 2 แหล่ง มีแบตเตอรี่ขนาดใหญ่ขึ้นจากแบบ

ไฮบริดธรรมดา จึงสามารถวิ่งในระยะทางที่ใช้พลังงานจากไฟฟ้าโดยตรงเพ่ิมขึ้น รถยนต์ไฟฟ้าแบบ 

PHEV มีการออกแบบอยู่ 2 รูปแบบ ได้แก่ รูปแบบ Extended Range EV หรือ (E-REV) ที่เน้นการ

ทำงานโดยใช้พลังงานไฟฟ้าเป็นหลักก่อนและรูปแบบ Blended PHEV ที่มีการทำงานผสมผสาน

ระหว่างเครื่องยนต์และไฟฟ้า ดังนั้น รถยนต์ไฟฟ้าแบบ E-REV สามารถวิ่งด้วยพลังงานไฟฟ้าอย่าง

เดียวมากกว่าแบบ Blended PHEV 
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 1.5.4 รถยนต์ไฟฟ้าแบตเตอรี่ (Battery Electric Vehicle: BEV) คือ เกิดจากการพัฒนาทาง

เทคโนโลยี จึงทำให้รถยนต์ชนิดนี้ใช้เพียงพลังงานไฟฟ้าในการขับเคลื่อน โดยวิธีการทำงานของรถยนต์

พลังงานไฟฟ้าแบบ 100% นั้น ไม่ได้มีความละเอียดและซับซ้อนเหมือนรถยนต์ที่ใช้น้ำมันเชื้อเพลิง มี

องค์ประกอบหลักในการขับเคลื่อนเพียง 3 ส่วนเท่านั้น แต่ทั้งสามส่วนนี้ได้ก่อให้เกิดการขับเคลื่อนที่

เต็มประสิทธิภาพ ซึ่งทั้งสามส่วนที่ว่านี้ได้แก่ แบตเตอรี่ อุปกรณ์แปลงกระแสไฟฟ้า และ มอเตอร์

ไฟฟ้า 

 1.5.5 รถยนต์ไฟฟ้าเซลล์เชื้อเพลิง (Fuel Cell Electric Vehicle: FCEV) คือ เป็นยานยนต์

ไฟฟ้าที่มีเซลล์เชื้อเพลิง (Fuel cell) ที่สามารถผลิตพลังงานไฟฟ้าได้โดยตรง รถยนต์ไฟฟ้าเซลล์

เชื้อเพลิงมีข้อดีหลายๆ ประการ ข้อดีที่สำคัญที่สุดคือ ประสิทธิภาพของเซลล์เชื้อเพลิงมีค่าสูงถึง 60% 

และความจุพลังงานจำเพาะที่สูงกว่าแบตเตอรี่ที่มีอยู่ในปัจจุบัน รถยนต์ไฟฟ้าเซลล์เชื้อเพลิงจึงเป็น

เทคโนโลยีที่บริษัทรถยนต์เชื่อว่าเป็นคำตอบที่แท้จริงของพลังงานสะอาดในอนาคต อย่างไรก็ดียังมี

ข้อจำกัดในเรื่องการผลิตไฮโดรเจนและโครงสร้างพื้นฐาน 

1.5.6 สื่อสังคมออนไลน์ (Social Media) คือ เว็บไซต์ที่มีกลุ่มประชากรใช้งานเพ่ือสนทนา

และแสดงความคิดเห็นต่าง ๆ ด้วยการ โพส (Post) และ คอมเมนต์ (Comment) ซึ่งสามารถแสดง

ความคิดเห็นได้หลากหลายรูปแบบ เช่น ตัวอักษร รูปภาพ เสียง วิดีโอ ซึ่งในปัจจุบันมีหลากหลายผู้

ให้บริการ เช่น Facebook, Twitter, Pantip, Tiktok, Youtube เป็นต้น 

 1.5.7 การวิเคราะห์ความคิดเห็น (Opinion Analysis) คือ การวิเคราะห์ข้อความหรือ

ประโยคที่ได้มีการแสดงความคิดเห็นที่สามารถแสดงอารมณ์หรือความรู้สึกของคนไทยที่มีต่อ ยาน

ยนต์พลังงานทางเลือก โดยจะแบ่งออกเป็นความคิดเห็นเชิงบวก และความคิดเห็นเชิงลบ 

 1.5.8 กระบวนการทำเหมืองความคิดเห็น (Opinion m ining process ) คือ  เป็น
กระบวนการต่าง ๆ ที่ใช้ในการสกัดเอาคุณลักษณะหรือความรู้สึกท่ีอยู่ภายในความคิดเห็นออกมา โดย
จะมีทั้งหมด 5 ขั้นตอน  ได้แก่ 1) การเตรียมข้อมูล 2) ขั้นตอนก่อนการประมวลผลข้อความ 3) การ
สร้างคุณลักษณะ 4) การสร้างแบบจำลองเพ่ือจำแนกความคิดเห็น 5) การประมวลผล ซึ่งทั้ง 5 
ขั้นตอนนี้อาจจะมีการเปลี่ยนแปลงได้ตามความเหมาะสมและวัตถุประสงค์ของนักวิจัย  

1.5.9 แบบจำลอง (Model) คือ ต้นแบบจากการใช้เทคนิคต่าง ๆ ในวิเคราะห์ความคิดเห็น 
ของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกซึ่งในงานวิจัยชิ้นนี้ได้ใช้เทคนิคในการวิจัยทั้งหมด 4 
เทคนิค ได้แก่ Decision Tree C4.5, Naïve-Bayes, Support Vector Machine และ Multi-layer 

Perceptron 
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1.5.10 คุณลักษณะ (Feature) คือ คำที่ผ่านการพิจารณาแล้ว สามารถระบบได้ว่าเป็น

คุณลักษณะเชิงบวก เชิงลบ หรือ เป็นกลาง โดยคุณลักษณะจะถูกแทนค่าในผ่านการพิจารณาแล้ว 

เช่น คุณณลักษณะเชิงบวกจะถูกแทนค่าด้วย 1 คุณลักษณะเชิงลบจะถูกแทนค่าด้วย -1 ส่วน

คุณลักษณะที่เป็นกลางจะถูกแทนค่าด้วย 
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บทที่ 2 

ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

 ในการวิจัยครั้งนี้มีทฤษฎีที่เกี่ยวข้องได้แก่ ยานยนต์พลังงานเลือกทั้ง 5 ชนิด การทำเหมือง

ข้อมูล กระบวนการการทำเหมืองความคิดเห็น เทคนิคที่ใช้ในการวิจัย และงานวิจัยที่เกี่ยวข้อง 

2.1 ทฤษฎีที่เกี่ยวข้อง 

 2.1.1 ยานยนต์พลังงานทางเลือก (Alternative Energy Vehicle) 

  ยานยนต์พลังงานทางเลือก (Alternative Energy Vehicle: AEV) คือ รถยนต์หรือ

ยานพาหนะที่ใช้การขับเคลื่อนโดยการใช้เชื้อเพลิงมากกว่า 1 อย่างหรือขับเคลื่อนโดยการที่ไม่ใช้การ

เผาไหม้และการสันดาป โดยจะมีคุณสมบัติพิเศษที่เครื่องยนต์สันดาปไม่มีนั่นคือลดการปล่อยก๊าซ

คาร์บอนไดออกไซด์ เป็นมิตรต่อสิ่งแวดล้อม โดยทาง Nationwide [9] ได้ระบุว่ายานยนต์พลังงาน

ทางเลือกท่ีได้การรับรองจากรัฐบาลสหรัฐอเมริกานั้นมีด้วยกันทั้งหมดอยู่ 5 แบบ ได้แก่  

1) Hybrid electric vehicles รถยนต์ที่ใช้เชื้อเพลิงทางเลือกมากกว่าหนึ่งอย่าง คือ 

รถไฮบริดไฟฟ้าและแก๊ส (HEV) การผสมผสานระหว่างระบบขับเคลื่อนด้วยแก๊สและไฟฟ้า ทำให้รถ

ไฮบริดมีจำหน่ายอย่างแพร่หลายในสหรัฐอเมริกามานานกว่า 20 ปี โดยที่ Toyota Prius เป็นรถยนต์

ไฮบริดรุ่นแรกที่ผลิตขึ้นเป็นจำนวนมากในปี 1997 รถยนต์ไฟฟ้าไฮบริดเหล่านี้ได้รับความนิยมเพ่ิมขึ้น

อย่างต่อเนื่อง โดยปัจจุบันมีรถจำหน่ายอยู่ประมาณ 50 รุ่น แบตเตอรี่ในรถไฮบริด-ไฟฟ้าแบบใช้แก๊ส

จะชาร์จจากเครื่องยนต์และผ่านการเบรก ซึ่งช่วยให้แบตเตอรี่สามารถขับเคลื่อนรถด้วยความเร็วต่ำ

และระหว่างการหยุดและสตาร์ทรถ 

2) Plug-in hybrid electric vehicles Plug-in Hybrid (PHEV) คล้ายกับระบบ

ไฮบริดที่ใช้แก๊ส-ไฟฟ้า มีแบตเตอรี่ขนาดใหญ่กว่าที่สามารถขับเคลื่อนรถยนต์โดยใช้ไฟฟ้าเพียงอย่าง

เดียวในระยะทางที่จำกัดโดยไม่มีการปล่อยมลพิษ เจ้าของรถสามารถเติมน้ำมันรถด้วยแก๊สปกติที่ปั๊ม

แล้วเสียบปลั๊กเข้ากับแหล่งพลังงานไฟฟ้าเพ่ือชาร์จแบตเตอรี่ได ้

3) Electric vehicles รถยนต์ไฟฟ้า หรือ รถ EV ใช้พลังงานแบตเตอรี่เพียงอย่าง

เดียวในการขับเคลื่น รถ EV มีระยะทางเฉพาะที่สามารถเดินทางได้ ก่อนที่จะต้อง "ชาร์จพลังงาน" 

โดยเสียบปลั๊กเข้ากับแหล่งพลังงานไฟฟ้า ซึ่งทำให้ผู้ใช้งานมี "ความกังวลเรื่องระยะทาง" สำหรับผู้ขับขี่ 

รถ EV มีจำหน่ายตั้งแต่ปี 2010  ได้รับความนิยมเพ่ิมขึ้นเนื่องจากเทคโนโลยีแบตเตอรี่ได้เพ่ิมช่วงการ

ทำงาน และจำนวนสถานีชาร์จก็เพ่ิมข้ึนทั้งในเมืองและตามทางหลวง 
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4) Natural gas vehicles การเติบโตของก๊าซธรรมชาติในฐานะแหล่งพลังงานยัง

ช่วยกระตุ้นการเพ่ิมขึ้นของยานพาหนะที่ใช้ก๊าซธรรมชาติอีกด้วย เช่นเดียวกับรถยนต์ที่ขับเคลื่อนด้วย

แก๊ส ยานพาหนะที่ใช้ก๊าซธรรมชาตินั้นใช้ก๊าซธรรมชาติที่ถูกบีบอัดหรือทำให้เป็นของเหลวและมีการ

ปล่อยไอเสียที่สะอาดกว่า 

5) Fuel cell electric vehicles เป็นเวลาหลายปีแล้วที่บริษัทรถยนต์ได้ทำการวิจัย

และพัฒนารถยนต์เซลล์เชื้อเพลิงที่ใช้พลังงานไฮโดรเจน (FCEV) ซึ่งมาพร้อมกับข้อดี คือ การปล่อย

มลพิษเป็นศูนย์และศักยภาพในการทำงานสูงกว่ารถยนต์ที่ขับเคลื่อนด้วยน้ำมันถึงสามเท่า โดยจะ

ทำงานด้วยการแปลงไฮโดรเจนและออกซิเจนให้เป็นไฟฟ้า ซึ่งจะให้พลังงานแก่มอเตอร์ไฟฟ้า เช่น

Clarity Fuel Cell ของ Honda , Nexo Fuel Cell SUV ของ Hyundai และ Mirai ของ Toyota 

การใช้เทคโนโลยีเซลล์เชื้อเพลิงจากไฮโดรเจนได้กลายเป็นทางเลือกที่ใช้งานได้จริงแทนรถยนต์ที่ใช้

น้ำมันและแก๊ส อันที่จริง ปัจจุบันมีรถยนต์ 9 รุ่น ที่สามารถวิ่งบนถนนได้จริงจากการใช้เทคโนโลยี

เซลล์เชื้อเพลิงนี้ ปัจจัยที่ขัดขวางการนำรถยนต์เซลล์เชื้อเพลิงไปใช้ในวงกว้าง ได้แก่ ต้นทุนของรถยนต์ 

ตลอดจนเครือข่ายสถานีเติมเชื้อเพลิงไฮโดรเจนที่จำกัด ซึ่งยานยนต์ที่อยู่ใน 5 กลุ่มนี้จะได้รับการลด

อัตราภาษีจากรัฐบาลสหรัฐอเมริกาในการใช้งานบนท้องถนน  

 2.1.2 การทำเหมืองข้อมูล  

  การทำเหมืองข้อมูล (Data Mining) นุชนาฏและคณะ [10] ได้กล่าวถึงการทำ

เหมืองข้อมูลในการวิจัยการจำแนกความคิดเห็นของคนไทยเกี่ยวกับสื่อออนไลน์โดยการทำเหมือง

ข้อมูลว่าเป็นกระบวนการสกัดความรู้จากภาษาธรรมชาติที่มีลักษณะข้อมูลที่ไม่มีโครงสร้างนอกจากนี้ 

ไม่มีรูปแบบที่กำหนดไว้ล่วงหน้า 2 ผลลัพธ์ของข้อมูลที่ได้รับดังนั้นจึงไม่มีความแน่นอนในเหตุผลนั้น 

ซ่อนอยู่ในกลุ่มของข้อความที่มีลักษณะภาษาธรรมชาติ การทำเหมืองข้อมูล จำนวนมากจะเป็น

ลักษณะของการนำเสนอรูปแบบสำหรับการขุดข้อความที่ใช้ประโยชน์จากเอกสารและใช้ความรู้ที่ได้

จากการคัดแยกข้อความเหล่านั้นมาปรับปรุงรูปแบบและปัญหาเกี่ยวกับการค้นพบรูปแบบที่ 3 ยังคง

เป็นปัญหาอยู่เนื่องจากวิธีการทำเหมืองข้อความส่วนใหญ่มักจะประสบปัญหาปัญหาของหลัก

ภาษาศาสตร์และคำพ้องความหมายที่มีลักษณะซับซ้อนออกมาโดยมีสมมติฐานเกี่ยวกับกลุ่มคำหรือวลี

ที่ว่าวิธีนี้น่าจะได้ผลดีกว่า ในการวิเคราะห์ข้อความที่ไม่มีโครงสร้างแบบอัตโนมัติจึงเป็นสิ่งที่ท้าทาย

การประยุกต์ใช้เทคนิคการทำเหมืองข้อความความคิดเห็น โดยนำความคิดเห็นมาวิเคราะห์เพ่ือจะได้รู้

ถึงความพอใจกับมันและสกัดออกมาคำที่มีคุณลักษณะต่างกันอาจเป็นประโยชน์ต่อการพิจารณา
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วิเคราะห์ที่หลากหลายและแม่นยำยิ่งขึ้น ซึ่งนักวิจัยหลายคนใช้เทคนิคการจำแนกประเภทในการทำ

เหมืองข้อมูลและแมชชีนเลิร์นนิงเพ่ือดึงความรู้ไปใช้เป็นต้นนำแบบจำลองการจำแนกประเภท 

 2.1.3 กระบวนการการทำเหมืองความคิดเห็น  

  กระบวนการการทำเหมืองความคิดเห็น (Opinion Mining Process) คือ การ

จัดการกับข้อมูลขนาดใหญ่หรือจำนวนที่มีปริมาณมากเป็นพิเศษโดยการนำไปผ่านขั้นตอนต่างๆอย่าง

เป็นกระบวนการด้วยส่วนมากจะมีตั้งแต่ 3 ถึง 5 วิธีขึ้นไป จากงานวิจัยของ Igor Mishkovski และ

คณะ [11]  ได้เสนอ 3 ขั้นตอนในกระบวนการการทำเหมืองความคิดเห็น คือ 1) การรวบรวมข้อมูล 

2) การเตรียมและแยกข้อมูลด้วยอัลกอริทึม 3) การประเมินคุณภาพข้อมูลที่ได้ ซึ่งใช้ในการวิจัย การ

ทำเหมืองข้อมูลเพื่อการศึกษา: กรณีศึกษาการทำนายการลาออกของนักเรียนในระดับอุดมศึกษา ส่วน 

George Harrison และคณะ [12] ได้เสนอกระบวนการการทำเหมืองความคิดเห็นไว้ทั้งหมด 4 

ขั้นตอน คือ 1) การเลือกข้อมูล 2) การเตรียมข้อมูล 3) การทำดัชนีและเหมืองความคิดเห็น 4) การ

ประเมินผลและวัด ประสิทธิภาพ ซึ่งอยู่ในงานวิจัย การปรับปรุงกระบวนการการทำเหมืองความ

คิดเห็น จากงานวิจัยของทั้งสองท่านถึงแม้กระบวนการจะมีความแตกต่างกันแต่จะขาดขั้นตอนการ

วัดผลและประเมินผลไปไม่ได้ ซึ่งสำหรับการวิจัย การวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงาน

ทางเลือกด้วยเหมืองความคิดเห็น ในครั้งนี้ผู้วิจัยได้เลือกกระบวนการการทำเหมืองความคิดเห็นเอาไว้ 

5 ขั้นตอนซึ่งเหมือนกับงานวิจัยของ  ศราวุฒิ เกิดถาวร ที่ได้ใช้กระบวนการในการทำเหมืองความ

คิดเห็นเพ่ือวิจัยของ Han [13] การคัดเลือกคุณลักษณะความรู้สึกของคนไทยต่อโรคโควิด 19 บนสื่อ

สังคมออนไลน์ด้วยเหมืองข้อความ โดยมีข้ันตอนดังต่อไปนี้ 1) การเลือกข้อมูล 2) การเตรียมข้อมูล 3) 

การทำดัชนีข้อมูล 4)การทำเหมืองความคิดเห็น 5) การแปลผลและการประเมินผล 
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ภาพประกอบที่ 2.1 กระบวนการในการทำเหมืองความคิดเห็นงานวิจัย ของ Han 

 2.1.4 เทคนิคที่ใช้ในการวิจัย 

สำหรับการวิจัย การวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วย

เหมืองความคิดเห็น ผู้วิจัยได้ใช้แบบจำลองในทำเหมืองข้อความเพ่ือวิเคราะห์ความคิดเห็นทั้งหมด 4 

เทคนิค คือ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5  (C4.5) เทคนิคเนอีฟเบย์ (Naïve-Bayes) เทคนิคซัพ

พอตเว็กเตอร์แมทชีน (Support Vector Machine) และ เทคนิคเพอร์เซปตรอนหลายชั้น (Multi-

layer Perceptron) จากนั้นใช้หลักการของ 10-Fold cross validation ในการแบ่งกลุ่มข้อมูลเป็น

ชุดเพ่ือเรียนรู้และชุดข้อมูลเพ่ือทดสอบ โดยจะวัดประสิทธิภาพของแบบจำลองด้วย ค่าความถ่วง  

(F-Measure) ค่าความแม่นยำ (Precision) และค่าความระลึก (Recall) 

 2.1.4.1 เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (C4.5) เป็นเทคนิคเทคนิคใช้หลักการ
สร้างโหนดราก (root node) จากการเลือกคุณลักษณะด้วย grain ratio แล้วทำการเลือกโหนดลูก
ตามลำดับจนถึงโหนดใบ (leaf node) จุดเด่นของเทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 เป็นเทคนิคที่มี
ขั้นตอนการทำงานที่ไม่ซับซ่อนและมีความรวดเร็วในการประมวลผล สามารถใช้งานกับข้อมูลที่มี
ความซับซ้อน สามารถแสดงความสัมพันธ์ระหว่างตัวแปรได้เป็นอย่างดี และแบบจำลองที่ได้จากการ
สร้างด้วยเทคนิคนี้สามารถแปลผลได้ง่าย แต่อย่างไรก็ตามเทคนิคนี้ยังมีจุดด้อยเกี่ยวกับปัญหา 
Overfitting ได้  [14]  
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ภาพประกอบที่ 2.2 เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 

 2.1.4.2 เทคนิคเนอีฟเบย์ เป็นเทคนิคที่ใช้ทฤษฎีทางด้านสถิติโดยนำความน่าจะ
เป็นมาประเมินความไม่แน่นอนของให้เป็นตัวเลข ได้กล่าวถึงความน่าจะเป็นของเหตุการณ์ที่เกิดขึ้น 
(A) ถ้ามี เหตุการณ์อีกเหตุการณ์หนึ่งเกิดมาแล้ว (B) สามารถ เขียนให้ อยู่ในรูปอย่างง่าย ซึ่งข้อดีของ
เทคนิคเนอีฟเบย์ คือ เทคนิคเข้าใจง่าย มีความรวดเร็วในการประมวล และมีความแม่นยำในการ
ประมวลผลกับชุดข้อมูลขนาดใหญ่  โดยเทคนิคนี้เหมาะกับการวิจัยที่ต้องการจำแนกประเภทข้อมูล
หลาย ๆ ชั้น [15]  ดังสมการที่ 1 

𝑃(𝐴|𝐵) =
P(B|A)P(A)

P(B)
     (1) 

P(A|B) คือ ความน่าจะเป็นที่เหตุการณ์ A จะเกิดขึ้น ถ้าเหตุการณ์ B เกิดขึ้นแล้ว   
P(B|A) คือ ความน่าจะเป็นที่เหตุการณ์ B จะเกิดขึ้น ถ้าเหตุการณ์ A เกิดขึ้นแล้ว   
P(A) คือ ความน่าจะเป็นที่จะเกิด เหตุการณ์ A   
P(B) คือ ความน่าจะเป็นที่จะเกดิ เหตุการณ์ B 
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ภาพประกอบที่ 2.3 เทคนิคเนอีฟเบย์ 

 2.1.4.3 เทคนิคซัพพอตเว็กเตอร์แมทชีน เป็นเทคนิคการเรียนรู้ของเครื่องแบบ
จำแนกประเภทที่มีประสิทธิภาพสูง SVM ทำงานโดยการสร้างเส้นแบ่ง (hyperplane) ระหว่างข้อมูล
สองคลาส โดยเส้นแบ่งนี้จะต้องทำให้ข้อมูลของทั้งสองคลาสอยู่ห่างจากเส้นแบ่งมากที่สุด SVM มีข้อดี
คือ มีประสิทธิภาพสูงสำหรับชุดข้อมูลที่มีขนาดใหญ่ สามารถจัดการกับข้อมูลส่วนเกินหรือข้อมูลที่ไม่
มีผลต่อการประมวลผลได้ดี และสามารถนำไปใช้กับข้อมูลที่มีหลายมิติได้ จึงเหมาะกับการทำเหมือง
ข้อมูล [16] 

 

ภาพประกอบที่ 2.4 เทคนิค Support Vector Machine 

 2.1.4.4 เทคนิคเพอร์เซปตรอนหลายชั้น เป็นโมเดลการเรียนรู้ของเครื่องแบบจำแนก
ประเภทที่ใช้โครงข่ายประสาทเทียมแบบฟีดฟอร์เวิร์ด (feedforward neural network) MLP 
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ประกอบด้วยชั้นอินพุต (input layer) ชั้นซ่อน (hidden layer) และชั้นเอาต์พุต (output layer) 
โดยชั้นอินพุตจะรับข้อมูลเข้า ชั้นซ่อนจะทำการประมวลผลข้อมูล และชั้นเอาต์พุตจะส่งออกผลลัพธ์ 
MLP ทำงานโดยการคำนวณผลรวมของค่าน้ำหนัก (weight) ที่เชื่อมต่อกับเซลล์ประสาท (neuron) 
ในแต่ละชั้น จากนั้นนำค่ารวมมาผ่านฟังก์ชันการเปิดใช้งาน (activation function) เพ่ือหาผลลัพธ์ 
ข้อดีของ MLP คือ สามารถเรียนรู้ความสัมพันธ์ที่ซับซ้อนของข้อมูลได้ สามารถทำงานกับข้อมูลที่มีมิติ
สูงได้และสามารถปรับแต่งให้เหมาะกับข้อมูลเฉพาะได้ [17] 

 

ภาพประกอบที่ 2.5 เทคนิคเพอร์เซปตรอนหลายชั้น 

2.2 งานวิจัยท่ีเกี่ยวข้อง 

 ในการการวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วยเหมืองความคิดเห็น

ครั้งนี้ ผู้วิจัยได้ทำการ การทบทวนวรรณกรรม (Literature Review) ของงานนักวิจัยหลายๆท่านโดย

พบว่ามีนักวิจัยหลายท่านได้เสนอการวิจัยที่ใช้เทคนิคแบบเดียวกันและได้ผลการวิจัยออกมาเป็นที่น่า

พอใจ ธีรยุทธ และคณะ[18]  ได้เสนอ กระบวนการคัดเลือกคุณลักษณะสำหรับเพ่ิมประสิทธิภาพใน

การจำแนกความคิดเห็นของลูกค้า เกี่ยวกับร้านอาหารข้อมูลรวบรวมจากเว็บไซต์ wongnai.com 

จำนวน 4,487 ข้อความ ได้ใช้เทคนิค 3 ประการในการเลือกคุณสมบัติข้อความ ได้แก่ Chi-Square, 

Information Gain และ Information Gain Ratio เพ่ือวัดประสิทธิภาพของเทคนิคการเลือก

คุณสมบัติและใช้ Naive Bayes, Support Vector Machine, K-Nearest Neighbor และ C4.5 

สำหรับการจัดประเภทไอออนบวกนอกจากนี้ยังมีการใช้ Cross Validation 10 เท่าเพ่ือแบ่งข้อมูล

ออกเป็นชุดการเรียนรู้และวัดความความถูกต้อง (Accuracy) ความแม่นยำ (Precision) และการเรียก

คืน (Recall) จากการทดลองพบว่าเทคนิคการเลือกฟีเจอร์ Information Gain ร่วมมือกับเทคนิค 
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Naive Bayes ให้ผลลัพธ์ที่ดีที่สุดในการจำแนกประเภทของความคิดเห็นโดยความถูกต้องคือ 89.08% 

ความแม่นยำเท่ากับ 89.12% และการเรียกคืนเท่ากับ 89.10%  

งานวิจัยการจัดหมวดหมู่ภาษาไทย ของ ราชวิทย์ และคณะ[19] ได้เสนอ การจำแนกกลุ่มคำ

ถามอัตโนมัติบนกระดานสนทนาโดยใช้ เทคนิคเหมืองข้อความเพ่ือศึกษาและเปรียบเทียบ

ประสิทธิภาพการจำแนกข้อความ 3 เทคนิควิธีได้แก่ การหาเพ่ือนบ้านใกล้สุด ต้นไม้ตันสินใจ การ

เรียนรู้เบย์อย่างง่าย ผลการทดลองพบว่าเทคนิคการหาเพ่ือนบ้านใกล้สุด มีประสิทธิภาพในการ

จำแนกกลุ่มคำถามได้ดีที่สุด มีค่าความถูกต้องเท่ากับ 89% ค่าความเที่ยงเท่ากับ 90% และค่าความ

ระลึก 89% ส่วนงานวิจัยของนิเวศและคณะ[20] ได้เสนอการพัฒนาประสิทธิภาพการจัดหมวดหมู่

เอกสารภาษาไทยแบบอัตโนมัติ ซึ่งได้ลดคุณลักษณะข้อมูลโดยใช้ค่าเกนความรู้ ( Information Gain) 

และเทคนิคซัพพอตเว็กเตอร์แมทชีน ผลการทดลอง พบว่า อัลกอริทึมซัพพอร์ทเวกเตอร์แมชชีน ให้

ประสิทธิภาพสูงสุด คือ 94.3% ด้านการลดขนาดคุณลักษณะสามารถลดลงได้ 90% โดยไม่ส่งผลต่อ

ประสิทธิภาพการจัดหมวดหมู่  

สถิตโชคและคณะ [21] ได้เสนอการจำแนกพฤติกรรมการขับขี่รถโดยสารสาธารณะโดยใช้

วิธีการสกัดข้อความและเทคนิคซัพพอตเว็กเตอร์แมทชีน เพ่ือจำแนกประเภทข้อร้องเรียนแบบ

อัตโนมัติที่เกี่ยวกับพฤติกรรมการขับขี่และคณภาพการการบริการ จำนวน 4 คลาส ผลการทดลอง

พบว่าตัวแบบโครงข่ายประสาทเทียมสามารถจำแนกข้อความพฤติกรรมการขับรถโดยสารสาธารณะ

ได้ค่าความแม่นตรงสูงสุดซึ่งมีค่าเท่ากับ 90.23% ค่าความแม่นยำ เท่ากับ 91.9% ค่าความระลึก

เท่ากับ 90.2% และค่าความถ่วงเท่ากับ 90.5% งานวิจัยนี้สามารถนำ ไปประยุกต์ใช้สร้างระบบ

จำแนกหมวดหมู่เกี่ยวกับพฤติกรรมการขับรถโดยสารสาธารณะและระบบจำแนกหมวดหมู่เอกสาร

อัตโนมัติได้ 

Cambria และคณะ [22] ได้นำเสนอการทำเหมืองข้อมูลความรู้สึกของผู้ใช้สมาร์ทโฟนบน

ระบบปฏิบัติการ Android และ iOS โดยใช้กระบวนการในการตัดคำและเลือกเฉพาะคำที่แสดงถึง

เจตนาในการใช้งานเช่น ชอบ ไม่ชอบ ดี ไม่ดี โดยพิจารณาจากภาษาธรรมชาติ (NPL) เท่านั้น และใช้

เทคนิคแบบ Machine Learning การเรียนรู้ของเครื่อง และเทคนิค Support Vector Machine 

(SVM) มาจำแนกความรู้สึกของผู้ใช้งานสมาร์ทโฟนทั้ง 2 ระบบปฏิบัติการโดยพบว่า มีค่าความถูกต้อง

ที่ 75% ความแม่นยำเท่ากับ 79.32% และการเรียกคืนเท่ากับ 82.10% สอดคล้องกับงานวิจัยของ 

Bing Liu [23] ในการ การสำรวจความคิดเห็นและการวิเคราะห์ความคิดเห็น ว่าถ้าใช้เทคนิคในการ

แยกคำโดยการใช้ภาษาธรรมชาติ (NPL) ที่เจาะจงเลือกคำที่เป็นคำเฉพาะในปริมาณที่น้อย จะทำให้
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ประสิทธิภาพของเทคนิคที่นำมาใช้ในการสร้างเหมืองความคิดเห็นนั้นค่อนข้างลดลง ซึ่งในงานวิจัย

สำรวจความคิดเห็นของผู้ใช้งานโทรศัพท์ iPhone จึงได้มีการเพ่ิมส่วนในการพิจารณาให้กับ

ภาษาธรรมชาติ 2 ส่วน โดยการ นิยามความคิดเห็นและการสรุปความคิดเห็นใหม่ เพ่ือให้เป็น

ภาษาธรรมชาติที่สามารถนำไปใช้งานได้จริงในขั้นตอนการทำเหมืองความคิดเห็น 

Alexander และคณะ [24] ได้เสนอกระบวนการทำเหมืองความคิดเห็นในงานวิจัย การ

วิเคราะห์ความรู้สึกและเหมืองข้อมูลจากผู้ใช้งาน Twitter ด้วยการแยกคำออกเป็น 2 กลุ่ม คือ กลุ่มที่

มีความหมายและกลุ่มที่ไม่มีความหมาย โดยการใช้ภาษาธรรมชาติแบบ NPL และ NPS จากนั้นใช้

เทคนิค Support Vector machine (SVM) และ Naive Bayes ในการทำเหมืองความคิดเห็น ผลที่

ได้คือมีความถูกต้องถึง 89.99% ความแม่นยำเท่ากับ 88.89%  และค่าความถ่วง (F0.5) 0.60 

โดยเฉพาะเมื่อทดลองกับชุดข้อมูลที่มีขนาดใหญ่พิเศษ ระดับค่าความถูกต้องยังสามารถเพ่ิมขึ้นได้อีก

ซึ่งในการวิจัยครั้งนี้ได้ใช้ข้อมูลทั้งหมด 300 ,000 ความคิดเห็นโดยเป็นการเลือกแบบสุ่มจากผู้ใช้งาน

บน Twitter  

มาสวีร์ มาศดิศรโชติ [25] ได้สรุปกระบวนการในการทำเหมืองความคิดเห็น 3 ระดับ ดังนี้ 

ระดับเอกสาร ระดับประโยค และระดับคุณลักษณะของวัตถุ ซึ่งทั้ง 3 ระดับจะต้องมีองค์ประกอบที่

เป็นกระบวนการลำดับ และจะต้องวัดประสิทธิภาพด้วยการหาค่าความถ่วง (F-Measure) ค่าความ

แม่นยำ (Precision) และค่าความระลึก (Recall) ไม่ว่าจะใช้เทคนิคใดในการทำเหมืองความคิดเห็นก็

ตาม โดยเฉพาะภาษาไทยที่เป็นภาษาธรรมชาติ จะต้องมีการวิเคราะห์เชิงองค์ประกอบละเอียดมาก 

เช่น คำว่า การประปา สามารถแยกออกเป็น คำว่า การ กับ คำว่า ประปา ต่อมาต้องวิเคราะห์ระดับ

โครงสร้างทางภาษาหรือวากยสัมพันธ์ คือ การวิเคราะห์คำตามหน้าที่ของคำเพ่ือดูว่าประโยคที่

ประกอบด้วยหลายๆคำมีโครงสร้างทางภาษาเป็นอย่างไร คำใดเป็นประธาน กริยา กรรม และเมื่อ

ผ่านขั้นตอนนี้ต้องมีการวิเคราะห์ระดับความหมายอีกรอบเพ่ือหาความหมายของประโยคร่วมถึงต้อง

วิเคราะห์ประโยคข้างเคียงกันด้วย และขั้นตอนสุดท้ายคือการวิเคราะห์ทางปฏิบัติเพ่ือแปลความตั้งใจ

ของผู้แสดงความเห็นว่าต้องการจะสื่อความหมายอะไร  

Magdalini และคณะ [26] ได้สรุปให้เห็นถึงความสำคัญของคุณลักษณะในการทำเหมือง

ความคิดเห็น (Feature opinion mining) ในแบบต่าง ๆ ไว้ในงานวิจัย การขุดและการจัดอันดับ

ความคิดเห็นตามคุณสมบัติ โดยให้ความสำคัญกับกระบวนการและเครื่องมือในการคุณลักษณะที่

สำคัญของความรู้สึกจากข้อมูลที่มีจำนวนมาก โดยการกำหนดต้องการไว้ล่วงหน้า เช่น ลูกค้าจะมี

ความรู้สึกอย่างไรหลังจากได้ใช้ผลิตภัณฑ์ หรือ ประชาชนจะรู้สึกอย่างไรถ้ามีประธานาธิบดีที่ตนไม่ได้
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เลือกเข้ามา โดยเสนออัลกอริทึม 3 ตัว ได้แก่ อัลกอริทึมการนับคำคุณศัพท์สูง อัลกอริทึมคะแนน

ความคิดเห็นสูงสุด และส่วนขยายสำหรับสื่อสังคมออนไลน์อ่ืนๆ ซึ่งใช้งานคู่กับการหาค่าสวนกลับ

เอกสาร (TF-IDF) โดยผลการวิจัยพบว่าอัลกอริทึมท่ีนำมาใช้มีความถูกต้องถึง 87% 

งานวิจัยของ Shaik Thanveer และคณะ [27] งานวิจัยนี้เริ่มต้นด้วยการให้นิยามการ
วิเคราะห์ความรู้สึก (sentiment analysis) และการทำเหมืองความคิดเห็น (opinion mining) ว่า
เป็นกระบวนการในการระบุและวัดอารมณ์หรือทัศนคติของผู้เขียนในข้อความ การวิเคราะห์ความรู้สึก
และการทำเหมืองความคิดเห็น โดยการใช้เทคนิคในการวิจัย 5 เทคนิคได้แก่ พจนานุกรมคำศัพท์ที่มี
ค่าความรู้สึก เทคนิคซัพพอตเว็กเตอร์แมทชีน เทคนิคตัวกรองคำศัพท์ เทคนิคการเรียนรู้เชิงลึก และ
เทคนิคต้นไม้ตัดสินใจ  ในการวิจัยการวิเคราะห์ความรู้สึกและการขุดความคิดเห็นเกี่ยวกับข้อมูล
การศึกษาโดยใช้แบบสำรวจ โดยผลการวิจัยพบว่า เทคนิคการเรียนรู้เชิงลึก  ให้ผลลัพธ์ที่ดีที่สุดโดยมี
ค่าความแม่นยำที่ร้อยละ 98.87 ค่าความระลึกที่ร้อยละ 97.71 และค่าความถ่วงที่ร้อยละ 97.32 
 งานวิจัยของ Khafaga และคณะ [28]  ได้ใช้ เทคนิคเทคนิคต้นไม้ตัดสินใจ เทคนิคป่าไม้แบบ
สุ่ม และเทคนิคเพอร์เซปตรอนหลายชั้น ในการวิเคราะห์และพยากรณ์สภาวะการไหลเวียนในช่องท้อง
ของผู้ป่วยโรคถุงลมโป่งพอง พบว่า เทคนิคเพอร์เซปตรอนหลายชั้นให้ผลลัพธ์ที่ดีที่สุดโดยมีค่าความ
แม่นยำที่ร้อยละ 78.03 
 งานวิจัยของ Davis และคณะ [29] ได้สร้างเหมืองข้อความโดยการประมวลผล
ภาษาธรรมชาติ (Natural Language Processing) ด้วยการสร้างแบบจำลองเพ่ือวิเคราะห์ข้อความ 2 
ตัวได้แก่ แบบจำลองการวิเคราะห์ความหมายแฝง Latent Semantic Analysis (LSA) และ
แบบจำลองการเร่งสถานการณ์ผ่านการสร้างแบบจำลองอัตโนมัติ Scenario Acceleration through 
Automated Modelling (SAAM) เพ่ือจำแนกความคิดเห็นและจัดกลุ่มของข้อมูล โดยการนำเอา
เทคนิคต้นไม้ตัดสินใจ มาใช้ในการทดสอบแบบจำลองทั้ง 2 ตัว ผลการวิจัยพบว่า แบบจำลองการ
วิเคราะห์ความหมายแฝง มีค่าความแม่นยำที่ร้อยละ 90.00% ในการจัดกลุ่มของข้อมูล ส่วน
แบบจำลองการเร่งสถานการณ์ผ่านการสร้างแบบจำลองอัตโนมัติ มีค่าความแม่นยำที่ร้อยละ 89.13 
 



 

 

  
 

บทที่ 3 

วิธีดำเนินการวิจัย 

 ในการวิจัยการวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วยเหมืองความ

คิดเห็น ครั้งนี้ ผู้วิจัยได้กำหนดวิธีดำเนินการวิจัยออกเป็น 5 ขั้นตอน ดังภาพที่ 3.1 

เริ่ม

การเตรียมข้อมูล

ขั้นตอนก่อนการ
ประมวลผลข้อความ

การสร้างคุณลักษณะ

การสร้างแบบจ าลอง

การประเมินผล

จบ
 

ภาพประกอบที่ 3.1 ผังงานการดำเนินการวิจัย  
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3.1 การเตรียมข้อมูล 

 ในขั้นตอนนี้เป็นการเลือกข้อมูลที่จะนำมาทำการวิจัยการวิเคราะห์ความคิดเห็นของผู้ใช้ยาน

ยนต์พลังงานทางเลือกด้วยเหมืองความคิดเห็นโดยการใช้ความคิดเห็นของคนสื่อสังคมออนไลน์หรือ

สื่อสังคมออนไลน์ต่าง ๆ เช่น Twitter, Facebook, Pantip และ Tiktok โดยการเข้าไปในช่องหรือ

กระทู้ต่าง ๆ ที่มีส่วนเกี่ยวของกับยานยนต์พลังงานทางเลือก และเลือกเอาสิ่งที่ผู้คนแสดงความคิดเห็น 

(Comment) ทิ้งไว้ โดยใช้หลักการและวิธีการดังต่อไปนี้ 

 

ภาพประกอบที่ 3.2 ตัวอย่างความคิดเห็นจาก Youtube 
 

 

ภาพประกอบที่ 3.3 ตัวอย่างความคิดเห็นจาก Pantip 

 ผู้วิจัยได้ให้ความสำคัญกับขั้นตอนการเลือกข้อมูลเป็นอย่างมาก เพ่ือให้การวิจัยครั้งนี้เป็นไป

ตามวัตถุประสงค์และได้ความรู้สึกของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกที่เป็นข้อมูลจริง โดย

การศึกษางานวิจัยจากหลาย ๆ แหล่ง เช่น สมศักดิ์ ศรีสวการย์ และสมัย ศรีสวย [30] ได้คัดเลือก

ความคิดเห็น 1,056 ความคิดเห็น สำหรับการวิเคราะห์เหมืองความคิดเห็นโดยใช้เทคนิคการสกัดค า 

หลังจากที่เก็บรวบรวมความคิดเห็นทั้งหมด 13 ,564 ความคิดเห็น โดยพิจารณาความคิดเห็นที่มี
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มากกว่า 20 คำ ขึ้นไป ส่วนงานวิจัยของ วีรศักดิ์ ฟองเงิน และสุรพงษ์ เพ็ชร์หาญ [31] คัดเลือกความ

คิดเห็น 1,056 ความคิดเห็น จากความคิดเห็นที่เก็บรวบรวมมาทั้งหมด 18 ,790 ความคิดเห็น โดย

พิจารณาจากความคิดเห็นที่มีมากว่า 15 คำ ขึ้นไป ในการวิจัย การวิเคราะห์เหมืองความคิดเห็น

เครือข่ายเฟสบุ๊คโดยใช้เทคนิคเหมืองข้อมูล และงานวิจัยของ วสวัตติ์ อินทร์แปลง และคณะ [32] ได้

คัดเลือกความคิดเห็น 3,123 ความคิดเห็น ในการวิจัยการวิเคราะห์ความคิดเห็นต่อเกมมือถือผับจี

ด้วยเหมืองข้อความ โดยพิจารณาความคิดเห็นที่มี 10 คำ ขึ้นไป  

 ดังนั้นเพ่ือให้งานวิจัยครั้งนี้เป็นไปตามวัตถุประสงค์ผู้วิจัยจึงรวบรวมเอาความคิดเห็นทั้งหมด 

7,680 ความคิดเห็น โดยใช้เครื่องมือโปรแกรม Web Scraper ซึ่งเป็นโปรแกรมฟรี ที่สามารถใช้งาน

บน Google Chrome ในการรวบรวมความคิดเห็นทั้งหมด และใช้ภาษา Python ในการพิจารณา คำ 

ที่อยู่ในความคิดเห็น โดยพิจารณาเลือกเอาเฉพาะความคิดเห็นที่มีคำมากกว่า 15 คำ ขึ้นไป เมื่อผ่าน

ขั้นตอนนี้ จึงได้ความคิดเห็นที่ใช้ในการวิจัยครั้งนี้ 2,265 ความคิดเห็น โดยมีขั้นตอนดังนี้ 

 3.1.1 การติดตั้งโปรแกรม 

  การติดตั้งโปรแกรม Web Scraper สามารถทำได้โดยการเพ่ิมส่วนขยายของ 

โปรแกรม Google Chrome โดยเริ่มจาก เข้าไปตรวจสอบ ส่วนขยาย และเข้าไปที่เมนู จัดการส่วน

ขยาย เพื่อเข้าไปเพิ่มโปรแกรม Web Scraper  ดังภาพที่ 3.4  

 

ภาพประกอบที่ 3.4 เมนูส่วนขยายของ Chrome 
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  เมื่อเข้าสู่หน้าเพิ่มส่วนขายแล้ว ให้กดเข้าไปที่เมนู Chrome เว็บสโตร์ เพ่ือค้นหา

โปรแกรม Web Scraper  สำหรับติดตั้ง ดังภาที่ 3.5 

 

ภาพประกอบที่ 3.5 หน้าต่างจัดการส่วนขยาย 

  เมื่อเข้ามาหน้าต่าง Chrome เว็บสโตร์ ให้ใช้ ช่องค้นหาส่วนขยายและธีม โดยการ

พิมพ์ชื่อโปรแกรม Web Scraper  เข้าไปเพ่ือค้นหาได้โปรแกรมท่ีใช้ในการติดตั้ง ซึ่งในข้ันตอนนี้จะ

พบโปรแกรมหลายโปรแกรมที่มีชื่อหรือความสามารถในการทำงานที่คล้ายกันให้เลือกโปรแกรมชื่อว่า 

Web Scraper – Free Web scraping ดังภาพประกอบที่ 3.6 

 

ภาพประกอบที่ 3.6 ค้นหาโปรแกรม Web Scraper  สำหรับติดตั้ง 
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  เมื่อเลือกโปรแกรม Web Scraper – Free Web scraping จะเข้าสู่หน้าแนะนำการ

ใช้งาน ให้กดที่ปุ่ม เพ่ิมใน Chrome เพ่ือติดตั้งเป็นส่วนขยาย โดยผู้ใช้งานจะต้องยืนยันการเพ่ิมส่วน

ขยายก่อน จากขั้นตอนนี้อาจจะใช้เวลาประมาณ 3 -5 นาที ในการติดตั้ง หลังจากนั้นก็สามารถ

ตรวจสอบว่าได้ทำการติดตั้งโปรแกรมหรือยังได้ที่ เมนูส่วนขยาย หลังช่อง Address bar ดังภาพที่ 

3.7 ภาพที่ 3.8 และภาพท่ี 3.9 

 

ภาพประกอบที่ 3.7 หน้าต่างติดตั้งโปรแกรม Web Scraper 

 

ภาพประกอบที่ 3.8 ยืนยันการติดตั้งโปรแกรม 
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ภาพประกอบที่ 3.9 ตรวจสอบหลังจากการติดตั้ง 

 3.1.2 การใช้งานโปรแกรมในการเก็บรวบรวมความคิดเห็น 

  การใช้งานโปรแกรม Web Scraper เพ่ือรวบรวมความคิดเห็นจากสื่อสังคมออนไลน์ 

โดยการเข้าไปยังหน้าเว็บที่มีความคิดเห็นที่ได้แสดงไว้จากนั้นเปิดหน้าต่างเครื่องมือ เพ่ือใช้งาน

โปรแกรมด้วยการกดปุ่ม F12 แล้วเลือกแท็บ Web Scraper ดังภาพที่ 3.12 โดยข้อดีของโปรแกรม 

Web Scraper คือ สามารถรวบรวมความคิดเห็นที่ถูกแสดงไว้ได้ครั้งละมากและรวดเร็ว โดยใช้วิธีการ

เดียวกันกับทุกเว็บไซต์ ดังภาพประกอบที่ 3.10 และภาพประกอบที่ 3.11  

 

ภาพประกอบที่ 3.10 การใช้งานโปรแกรม Web Scraper กับเว็บไซต์ Pantip 

 

ภาพประกอบที่ 3.11 การใช้งานโปรแกรม Web Scraper กับเว็บไซต์ Tiktok 
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ภาพประกอบที่ 3.12 เปิดใช้งาน Web Scraper 

  จากนั้นทำการสร้าง ผังของเว็บ เพ่ือใช้เป็นกรอบในจำกัดพ้ืนที่บนหน้าเว็บสำหรับ

การเก็บข้อมูลความคิดเห็นโดยกดที่เมนู Create Sitemap จากนั้นนำเอา URL ของหน้าที่จะเก็บเอา

ความคิดเห็นมาใส่ในช่อง Start URL 1 และทำกาตั้งชื่อผังของเว็บในช่อง Sitemap name และกด

ปุ่ม Create Sitemap ดังภาพประกอบที่ 3.13 และ 3.14 ข้อสังเกตุในช่องกรอกข้อมูลทั้ง 2 ช่อง ถ้า

สามารถใช้งานได้ชื่อช่องข้อมูลและช่องข้อมูลจะเป็นสีเขียว ซึ่งหลังจากสร้างผังเพ่ือจำกัดพ้ืนที่ในการ
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เลือกข้อมูลแล้วจะเข้าสู่ขั้นตอนการเลือกข้อมูล สังเกตจากหน้าเมนูของ Web Scraper จะเปลี่ยนไป 

จะปรากฏเมนู Add new selector ขึ้นมา ดังภาพประกอบที ่3.15 

 

ภาพประกอบที่ 3.13 การสร้างผังของเว็บ 

 

 

ภาพประกอบที่ 3.14 ข้อมูลสำหรับสร้างผังของเว็บ 

 

ภาพประกอบที่ 3.15 เตรียมเลือกข้อมูลความคิดเห็น 

  หลังจากเลือกเมนู Add new selector ก็จะปรากฏหน้าสำหรับเลือกความคิดเห็น

เราได้สร้างผังเอาไว้ก่อนหน้านี้ ซึ่งก่อนการเลือกข้อมูลให้เลือกเช็คบล็อก Multiple ก่อนเพ่ือเป็นการ

เลือกหลายๆความคิดเห็นพร้อมกัน จากนั้นกดที่เมนู Select เพ่ือทำกันเลือกข้อมูลความคิดเห็นที่เรา

ต้องการ ดังภาพประกอบที่ 3.16 
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ภาพประกอบที่ 3.16 ตั้งค่าเลือกความคิดเห็นพร้อมกันหลาย ๆ ความคิดเห็น 

  จากนั้นทำการเลือกความคิดเห็นภายในหน้าเว็บที่เราได้สร้างผังไว้ ข้อควรระวัง ใน 1 

หน้าเว็บสามารถสร้างผังเพ่ือจำกัดการเก็บความคิดเห็นได้แค่ 1 ผัง เท่านั้น เมื่อต้องการความคิดเห็น

จากหน้าเว็บอื่นต้องทำการสร้างผังหน้าเว็บใหม่ทุกครั้ง ในส่วนของการเลือกข้อมูลให้นำเมาส์ คลิก 

เลือกที่ความคิดเห็นที่อย่างน้อย 2-3 ความคิดเห็น โปรแกรมจะทำการเลือกความคิดเห็นทั้งหมดให้

โดยอัตโนมัติ ดังปรากฏในภาพที่ 3.17 ข้อสังเกตุ ความคิดเห็นที่ถูกเลือกจะปรากฏกรอบสีแดงขึ้นมา 

ดังภาพที่ 3.18 

 

ภาพประกอบที่ 3.17 หน้าต่างก่อนการเลือกความคิดเห็น 
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ภาพประกอบที่ 3.18 หน้าต่างหลังจากเลือกความคิดเห็น 



 

 

  26 

  เมื่อเลือกความคิดเห็นทั้งหมดแล้วกดปุ่ม Done selecting (ปุ่มสีเขียว) เพ่ือจบการ

เลือกความคิดเห็น หน้าต่างของโปรแกรม Web Scraper ในเมนู Selector จะแสดง ID ของของ

ความคิดเห็นที่ถูกเลือก ดังที่ปรากฏในภาพ 3.19 และสามารถตรวจสอบข้อมูลความคิดเห็นที่ถูกเลือก

ทั้งโดยการเลือกเมนู Data preview ดังภาพที่ 3.20 

 

ภาพประกอบที่ 3.19 ID ของความคิดเห็นที่ถูกเลือก 

 

ภาพประกอบที่ 3.20 ความคิดเห็นที่เลือกทั้งหมด 



 

 

  27 

  เนื่องจากเป็นการใช้งานโปรแกรมฟรีจึงไม่สามารถส่งออกไฟล์ในรูปแบบของ

โปรแกรม Microsoft Excel ได้ ซึ่งสามารถแก้ปัญหาได้โดยการ เลือกข้อมูลทั้งหมด (Ctrl+A) จากนั้น

สำเนาไปวางในโปรแกรม Microsoft Excel ได้ ข้อควรระวังในการใช้งานโปรแกรม Web Scraper 

อาจจะมีบางครั้งที่โปรแกรมนำเอาความคิดเห็นที่มี Emoticon, Sticker อยู่ในความคิดเห็นที่ถูกเลือก 

ซึ่งหลังจากที่ได้ความคิดเห็นทั้งหมดที่รวบรวมมาแล้วจะเข้าสู่กระบวนการคัดเลือกความคิดเห็นด้วย 

ภาษา Python โดยพิจารณาจากความคิดเห็นที่มีคำในความคิดเห็นมากกว่า 15 คำ ขึ้นไป ดัง

ภาพประกอบที ่3.21 

 

ภาพประกอบที่ 3.21 ภาษา Python ใช้คัดเลือกความคิดเห็น 
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3.2 ขั้นตอนก่อนการประมวลผลข้อความ 

ขั้นตอนก่อนการประมวลผลข้อความ เป็นขั้นตอนที่จะนำเอาความคิดเห็นของคนไทยที่ใช้สื่อ

สังคมออนไลน์ จำนวน 2,265 ความคิดเห็น ซึ่งเก็บข้อมูลอยู่ในรูปของไฟล์ประเภท  .xls ด้วย

โปรแกรม Microsoft Excel ซึ่งขั้นตอนนี้ความคิดเห็นที่ถูกเลือกจากขั้นตอนที่ 3.1 จะถูกเปลี่ยนให้

เป็นประโยคและตัดส่วนที่ไม่ได้ใช้งานในการประมวลผลออกไป เช่น อักษรภาษาอังกฤษ , ตัวเลข, 

Emoticon, Sticker และสัญลักษณ์ต่างๆ ด้วยเครื่องมือภาษา Python 

 

ภาพประกอบที่ 3.22 ตัวอย่างการแสดงความเห็นที่มีการเพ่ิม Sticker 

 

ภาพประกอบที่ 3.23 ตัวอย่างการแสดงความเห็นที่มีการเพ่ิม Emoticon 
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ภาพประกอบที่ 3.24 ความคิดเห็นก่อนและหลังการทำความสะอาดคำ 

 ซึ่งหลังจากทำความสะอาดแล้ว ผู้วิจัยจะทำการตรวจสอบประโยคอีกครั้งและทำการแก้ไข

หากพบจุดผิดพลาด เช่น พิมพ์ผิด พิมพ์ตก เพ่ือให้ได้ คำ ที่สมบูรณ์ที่สุดในการค้นหาคุณลักษณะของ

คำ ดังภาพที่ 3.25 

 

ภาพประกอบที่ 3.25 ความคิดเห็นหลังจากการทำความสะอาดและแก้ไขคำ 

3.3 การสร้างคุณลักษณะ 

การสร้างคุณลักษณะ ในขั้นตอนนี้ผู้วิจัยได้นำเอาข้อมูลที่ทำความสะอาดแล้วมาทำการตัดคำ  

สร้างถุงคำ และกำหนดคลาส โดยมีขั้นตอนดังต่อไปนี้ 

การตัดคำ (Tokenization) ในขั้นตอนนี้ผู้ วิจัยได้ใช้  ภาษา python และ Library 

PyThaiNLP [33] โดยนำข้อมูลที่ทำความสะอาดแล้วมาแยกเป็นคำ เพ่ือให้ง่ายต่อการนับคำ ซึ่งขั้น

ตอนนี้จะพิจารณาเพ่ิมเติมว่าการตัดคำมีความเหมาะสมหรือไม่ เพ่ือนำไปแยกคุณลักษณะในขั้นตอน
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ต่อไป ดังปรากฏในภาพประกอบที่ 3.26 จากนั้นนำข้อมูลไปเรียงใหม่และใช้ ภาษา python ใน

ตรวจสอบและระบุชนิดของคำ ดังภาพประกอบที่ 3.27  

 

ภาพประกอบที่ 3.26 การแยกคำเพ่ือแยกคุณลักษณะ 
 

 

ภาพประกอบที่ 3.27 ข้อมูลหลังจากการตัดคำ 

 การทำถุงคำ (Bag of Word)  [34] คือการแปลงค าแต่ละค าที่ไม่ซ้ำกัน ให้เป็น ID ของค า

นั้น ๆ และทำการนับจำนวนครั้งที่แต่ละคำปรากฏ โดยไม่ต้องคำนึงถึงหลักไวยากรณ์ ความถี่ของคำ 

และลำดับคำในแต่ละประโยค ขั้นตอนนี้ผู้วิจัยจะทำการกำหนดคุณลักษณะของคำ โดยเลือกใช้ชนิด

ของคำ คำกริยา คำวิเศษณ์ และคำคุณศัพท์ ซึ่งสามารถแสดงถึงคุณณะลักษณะของคำได้ และแทนค่า 

ลักษณะคำ ที่เป็นความคิดเห็นเชิงบวกด้วย 1 และความคิดเห็นเชิงลบด้วย -1 ส่วนคำท่ีมีความคิดเห็น

เป็นกลางแทนค่าด้วย 0 ดังแสดงใน ตารางที่ 3.1  
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ตารางที่ 3.1 การเพ่ิมคุณลักษณะคำ 

ลำดับ คำ ชนิดคำ จำนวนที่พบ คุณลักษณะ 
1 คัน คำกริยา 70 0 

2 ออฟชั่น คำวิเศษณ์ 14 1 

3 ผม คำนาม 20 0 
4 ขับ คำกริยา 74 0 

5 แนว คำนาม 5 0 
6 โดนใจ คำคุณศัพท์ 1 1 

7 ตอบโจทย์ คำคุณศัพท์ 2 1 

8 จุกจิก คำกริยา 1 -1 
9 ดี คำคุณศัพท์ 696 1 

10 ปัญหา คำคุณศัพท์ 202 -1 

 

ในขั้นตอนการแยกคำผู้วิจัยได้ใช้ภาษา Python ในการแยกคำและกำหนดชนิดของคำ (Part 

of speech) โดยใช้ Library PyThaiNLP  ที่มีความสามารถในการแยกคำภาษาไทยและกำหนดชนิด

ของคำได้อย่างแม่นยำ ซึ่งมีความสามารถในการจำแนกและระบุชนิดคำได้ทั้งหมด 15 ชนิด ซึ่งขั้น

ตอนนี้เป็นขั้นตอนที่สำคัญอีกหนึ่งขั้นตอนเพราะภาษาไทยมีรูปแบบการเขียนชิดติดกันไม่มีการเว้น

วรรคเหมือนภาษาอังกฤษหากการแยกคำออกมาเพ่ือกำหนดหรือระบุชนิดคำจึงต้องมีการตรวจสอบ

ความถูกต้องซ้ำหลายรอบ เพราะหากแยกคำผิดพลาดอาจจะส่งผลถึงผลลัพธ์ของงานวิจัยในครั้งนี้ 

และทำให้ผิดวัตถุประสงค์ออกไป Library PyThaiNLP สามารถแยกคำภาษาไทยและกำหนดชนิด

ของคำได้ ดังภาพประกอบที่ 3.28 และสามารถรวบรวมคำที่จะใช้ในการสร้างดัชนีข้อมูลได้ ดังตาราง

ที่ 3.2  
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ภาพประกอบที่ 3.28 ชนิดของคำ (Part of Speech) 

ตารางที่ 3.2 ชนิดและจำนวนของคำท้ังหมด 

ชนิดคำ ADJ ADV DET NOUN NUM PRON PROPN SCONJ VERB 
จำนวน 16 39 1 2471 1 2 301 29 184 

รวม 3,044 

 

 จากการศึกษาจากงานวิจัยของผู้วิจัยท่านอ่ืน ๆ ที่ได้ทำเหมืองความคิดเห็นพบว่า การเลือก

เอา คำกริยา (VERB) คำคุณศัพท์ (ADJ) และคำวิเศษณ์ (ADV) มาทำเป็นถุงคำ จะมีประสิทธิภาพ

สูงสุดในการจำแนกความรู้สึก คำกริยา สามารถแสดงออกด้านความรู้สึกได้อย่างชัดเจนว่าอยู่ในเชิง

บวกหรือเชิงลบ คำวิเศษณ์ มักจะใช้ขยายความรู้สึกให้ชัดเจนมากยิ่งขึ้น เช่น สวยดี , ใหญ่ดี, ดูดี และ

คำคุณศัพท์ มีความใกล้เคียงกันโดยจะสามารถบอกความรู้สึกได้ในระดับหนึ่ง เช่น เกลียด , ไม่ชอบ, 

แย่ เป็นต้น ผู้วิจัยจะนำเอาคำเหล่านี้ไปใช้ในการกำหนดคลาสของคำ ดังตารางที่ 3.3 
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ตารางที่ 3.3 ตัวอย่างการกำหนดคลาสของคำ 

ลำดับ 
คุณลักษณะเชิงบวก คุณลักษณะเชิงลบ ความถี่ของลกัษณะ

เชิงบวก 
ความถี่ของ

ลักษณะเชิงลบ 
คลาส 

ดี ชอบ แย่ แพง 

1 1 0 0 0 1 0 P 
2 0 0 0 1 0 1 N 

3 1 0 0 1 1 1 0 
4 2 1 0 0 3 0 P 

5 0 0 0 0 0 2 N 

จากตารางที่ 3.3 แสดงการกำหนดคลาสของคำ โดยการนำเอาคำที่ได้ระบุชนิดคำและ

คุณลักษณะแล้วมานับความถี่โดย การนำเอา “คำ” ที่มีคุณลักษณะเชิงบวกหรือเชิงลบ ไปเทียบกับ

ความคิดเห็นในแต่ละความคิดเห็น เช่น ความคิดเห็นลำดับที่ 4 มีการกล่าวถึงคำว่า “ดี” จำนวน 2 

ครั้ง และกล่าวถึงคำว่า “ชอบ” จำนวน 1 ครั้ง ความถ่ีของคุณลักษณะเชิงบวกจึงเป็น 3 เมื่อได้ความถ่ี

ครบถ้วนทั้งหมดแล้ว นำเอาค่าความถ่ีของทั้ง 2 คุณลักษณะลบกันก็จะได้รูปแบบคลาสของคำออกมา 

3 รูปแบบ ดังนี้ 

▪ รูปแบบที่ 1 เป็นความคิดเห็นเชิงบวก (Positive) แทนค่าของคลาสด้วย P   
▪ รูปแบบที่ 2 เป็นความคิดเห็นเชิงลบ (Negative) แทนค่าของคลาสด้วย N 
▪ รูปแบบที่ 3 เป็นความคิดเห็นเป็นกลาง (Neutral) แทนค่าของคลาสด้วย 0 ซึ่ง

รูปแบบที่มีความคิดเห็นเป็นกลางนี้จะนับรวมความคิดเห็นที่ถูกตัดออกจากชุดข้อมูล
ด้วย 

หลังจากกำหนดคลาสเสร็จแล้วผู้วิจัยจะตรวจสอบความถูกต้องอีกครั้งก่อนจะทำการแปลงค่าของ
ความถี่คุณลักษณะเพ่ือให้นำไปสร้างแบบจำลองจากเทคนิคต่าง ๆ ได้ ดังตารางที่ 3.4 

ตารางที่ 3.4 ตัวอย่างการแปลงค่าความถี่ให้เป็นนามบัญญัติ 

ลำดับ 
คุณลักษณะเชิงบวก คุณลักษณะเชิงลบ 

คลาส 
ดี ชอบ แย่ แพง 

1 1 0 0 0 P 

2 0 0 0 1 N 
3 1 0 0 1 0 

4 1 1 0 0 P 

5 0 0 0 0 N 
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 จากตารางที่ 3.4 แสดงการแปลงค่าความถี่เป็นนามบัญญัติ โดยการเปลี่ยนค่าความถี่ของ
คุณลักษณะที่พบในความคิดเห็นในแต่ละความคิดเห็นทั้งเชิงบวกและเชิงลบ เช่น ความคิดเห็นที่ 4 มี
การกล่าวถึงคำว่า “ดี” จำนวน 2 ครั้ง ต้องเปลี่ยนค่าความถี่จาก 2 เป็น 1 เพ่ือแสดงว่า ในความ
คิดเห็นที่ 4 มีการกล่าวถึงคำว่า “ดี” ไปแล้ว หากในความคิดเห็นที่มีค่าความถี่เป็น 0 คือ ในความ
คิดเห็นนั้นไม่มีการกล่าวถึงคำว่า “ดี”  

3.4 การสร้างแบบจำลองเพื่อการจำแนก 

 ในการวิจัยการวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วยเหมืองความ

คิดเห็น ผู้วิจัยได้สร้างแบบจำลองเพ่ือใช้ในการวิจัยด้วยโปรแกรม เวก้า (Weka) เวอร์ชั่น 3.8.6 ซึ่งมี

ทั้งหมด 4 เทคนิค ได้แก่ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (Decision Tree C4.5)  เทคนิคเนอีฟเบย์ 

(Naïve-Bayes)  เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector Machine)  และเทคนิคเพอร์

เซปตรอนหลายชั้น (Multi-layer Perceptron) ทำการสร้างแบบจำลองออกมาจากเทคนิคทั้ง 4 

ออกมา 2 รอบ โดยรอบแรกจะเป็นการสร้างแบบจำลองหลังจากผ่านกระบวนการทั้งหมดจนถึง

ขั้นตอนการการหนดคลาสซึ่งจะได้ คลาส P มีจำนวน 231 ข้อมูล คลาส N จำนวน 209 ข้อมูล และ

รอบที่ 2 จะเป็นการสร้างแบบจำลองที่คัดเลือกเอาคุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป

สามารถแสดงการตั้งค่าพารามิเตอร์ที่ใช้ในงานวิจัย ดังตารางที่ 3.5 ตารางที่ 3.6 ตารางที่ 3.7 และ

ตารางที่ 3.8  
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ตารางที่ 3.5 การตั้งค่า (Parameter) เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 

Weka.classifierstrees.J48 
หัวข้อ การตั้งค่า 

batchSize 100 

binatySplits false 

CollapseTree True 

confidenceFactor 0.25 

Debug False 

doNotcheckCapabilities False 

doNotMakeSplitPonitActualValue False 

minNumObj 2 

numDecimalPlaces 2 

numFolds 3 

ReducedErrorPruning False 

saveInstanceData False 

Seed 1 

subtreeRaising True 

Unpruned False 

useLaplace False 

useMDLcorrection True 
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ตารางที่ 3.6 การตั้งค่า (Parameter) เทคนิคซัพพอตเว็กเตอร์แมทชีน  
Weka.classifers.functions.LibSVM 

หัวข้อ การตั้งค่า 

SVMType C-SVC (classification) 

batchSize 100 

cacheSize 40.0 

Coefo 0.0 

Cost 1.0 

Debug False 

Degree 3 

doNotCheckCapabilities Flase 

doNotReplaceMissingValues False 

Eps 0.001 

Gamma 0.0 

doNotCheckCapabilities False 

doNotReplaceMMissingValues False 

Eps 0.001 

kernalType Radial basis function: exp(-gamma*lu-v)^2 

Loss 0.1 

modelFile Ad 

Normalize False 

Nu 0.5 

numDecimalPlaces 2 

probabilityEstimates False 

Seed 1 

Shrinking True 

weight  



 

 

  37 

ตารางที่ 3.7 การตั้งค่า (Parameter) เทคนิคเพอร์เซปตรอนหลายชั้น 

Weka.classifiers.functions.MutiLayerPerceptron 

หัวข้อ การตั้งค่า 

GUI False 

autoBuild True 

batchSize 100 

Debug False 

Decay False 

doNotCheckCapabilities False 

hiddenLayers A 

learningRate 0.3 

Momentum 0.2 

nominalToBinaryFilter True 

normalizeAttributes True 

normalizeNumericClass True 

numdecimalPlaces 2 

Reset True 

Resume False 

Seed 0 

trainingTime 500 

validationSetSize 0 

validationThreshold 20 
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ตารางที่ 3.8 การตั้งค่า (Parameter) เทคนิคเนอีฟเบย์ 
Weka.classifiers.bayes.NaiveBayes 

หัวข้อ การตั้งค่า 

batchSize 100 
Debug False 
displayModelInOldFormat False 

doNotCheckCapabilities False 
numDecimalPlaces 2 

useKernelEstimator False 
useSupervisedDiscretization False 

 

3.4.1 เทคนิคต้นไม้ตัดสินใจ แบบ ซี4.5   (C4.5) [35] เป็นการเรียนรู้โดยการจำแนก 

(Classification) ชุดข้อมูล ออกเป็นกลุ่ม (Class) ต่าง ๆ โดยใช้คุณสมบัติ (Attribute) ของข้อมลูใน

การแยกแยะต้นไม้ตัดสินใจที่ได้จากการเรียนรู้ท าให้ทราบคุณสมบัติใดของ ข้อมูลที่เป็นตัวก าหน

ดการจำแนก และคุณสมบัติแต่ล่ะตัวของข้อมูลนั้นมีความสำคัญมากน้อยอย่างไร ซึ่งเป็นประโยชน์ที่

จะช่วยให้ ผู้ใช้สามารถวิเคราะห์ข้อมูลและตัดสินใจได้ถูกต้องยิ่งขึ้น ผลลัพธ์ของการเรียนรู้ต้นไม้

ตัดสินใจประกอบด้วย 1) โหนดภายใน (Internal Node)  2) กิ่ง (Branch, Link) คือ ค่าคุณสมบัติ

ของคุณสมบัติในโหนดภายในที่แตกกิ่งนี้ออกมา ซึ่งโหนดภายในจะแตกกิ่ง เป็นจำนวนเท่ากับจำนวน

ค่าคุณสมบัติของโหนดภายในนั้น 3) โหนดใบ (Leaf Node) คือ กลุ่ม (Class) ต่าง ๆ ซึ่งเป็นผลลัพธ์

ในการ จำแนกข้อมูล ซึ่งเป็นขั้นตอนวิธีหนึ่งที่ใช้ในการสร้างต้นไม้ตัดสินใจจะใช้ค่าที่วัดที่เรียกว่าค่า

แกน (Gain) เป็นตัวตัดสินใจว่าจะใช้แอตทริบิวท์ ใดในการแบ่งข้อมูลเพื่อใช้ในการตัดสินใจ โดยวิธีการ

กำหนดโครงสร้างต้นไม้ตัดสินใจจะเป็นตามลำดับของค่าตัวชี้วัดหรือค่า เกนของแอตทริบิวท์ ที่มีค่าสูง

ที่สุด ซึ่งเริ่มหาค่าสารสนเทศ (Information) แต่ละแอตทริบิวท์ ซึ่งบ่งบอกความสามารถของแอตทริ

บิวท์ ในการแยกแต่ละคลาส (Class) และหาค่าเอนโทปี (Entropy) เป็นค่าของผลรวมแต่ละแอตทริ

บิวท ์ตามสมการที่ 2 และ 3 

𝐼(𝑆1,𝑆2,…,𝑆𝑛) = − ∑
𝑠𝑖

𝑠
𝑙𝑜𝑔2

𝑠𝑖

𝑠

𝑛
𝑖  (2) 

โดย  S คือ จำนวนข้อมูลทั้งหมด ซึ่งมีจำนวนข้อมูล 𝑆𝑖 ของ 𝐶𝐿𝐴𝑆𝑆𝑖 

n คือ จำนวน Class ทั้งหมด 

𝐸(𝐴) = ∑
𝑆1𝑗+⋯+𝑆1𝑗

𝑠

𝑚
𝑗=1 𝐼(𝑆1𝑓,…,𝑆2𝑗)  (3) 
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ค่าเกน (Gain) ของแอตทริบิวท์ที่ถูกเลือกหาได้จากการแยกประเภทข้อมลู สารสนเทศทั้งหมดของ  

แอตทริบิวท์นั้นดังสมการที่ 4 

Gain(A) =  I(S1, S2, . . . , Sn) −  E(A)   (4) 

 3.4.2 เทคนิคเนอีฟเบย์ (Naïve-Bayes) [36] มีพ้ืนฐานมาจากกฎของเบย์ เป็นทฤษฎี

ทางด้านสถิติโดยนำความน่าจะเป็นมาใช้ประเมินความไม่แน่นอนให้เป็นตัวเลข ได้กล่าวถึงความน่าจะ

เป็นของเหตุการณ์ที่เกิดขึ้น (A) ถ้ามี เหตุการณ์อีกเหตุการณ์หนึ่งเกิดมาแล้ว (B) สามารถ เขียนให้ อยู่

ในรูปอย่างง่าย ดังในสมการท่ี 5 

𝑃(𝐴|𝐵) =
P(B|A)P(A)

P(B)
     (5) 

P(A|B) คือ ความน่าจะเป็นที่เหตุการณ์ A จะเกิดขึ้น ถ้าเหตุการณ์ B เกิดขึ้นแล้ว   

P(B|A) คือ ความน่าจะเป็นที่เหตุการณ์ B จะเกิดขึ้น ถ้าเหตุการณ์ A เกิดขึ้นแล้ว   

P(A) คือ ความน่าจะเป็นที่จะเกิดเหตุการณ์ A   

P(B) คือ ความน่าจะเป็นที่จะเกดิ เหตุการณ์ B 

 วิธีการจำแนกหมวดหมู่ โดยใช้หลั กการความน่ าจะเป็ น  เป็ นการแก้ปัญ หาแบบ 

Classification สามารถคาดการณ์ผลลัพธ์ และสามารถอธิบายได้ ทำการวิเคราะห์ความสัมพันธ์

ระหว่างตัวแปร เพ่ือใช้ในการสร้างเงื่อนไขความน่าจะเป็นสำหรับแต่ละ ความสัมพันธ์ เป็นวิธีการ

จำแนกประเภทข้อมูลที่มี ประสิทธิภาพวิธีหนึ่ง โดยใช้ในการจำแนกหมวดหมู่เอกสารข้อความ (Text 

Classification) ได้ดี การทำงานไม่ซับซ้อนเหมาะกับกรณีของเซตตัวอย่างมีจำนวนมากและคุณสมบัติ 

(Attribute) ไม่ข้ึนต่อกัน โดย กำหนดให้ความน่าจะเป็นของข้อมูลที่จะเป็น 

 3.4.3 เทคนิคซัพพอตเว็กเตอร์แมทชีน (SVM) [37] คือ  ขั้นตอนวิธีการที่มีความรวดเร็วและ

เป็นอัลกอริทึมที่มีความสามารถนำมาช่วยแก้ปัญหาการจำแนกข้อมูล โดยอาศัยหลักการของการหา

สัมประสิทธิ์ของสมการเพื่อสร้างเส้นแบ่งแยกกลุ่มขอข้อมูลที่ถูกป้อนเข้าสู้กระบวนการทดสอบแบบให้

ระบบเรียนรู้โดยเน้นไปที่เส้นแบ่งแยกกลุ่มของข้อมูลได้ดีที่สุด แนวความคิดของเทคนิควิธี SVM นั้น

เกิดจากการที่นำค่าของกลุ่มข้อมูลมาวางในฟีเจอร์สเปซ (Feature Space) ในลักษณะเชิงเส้นแบ่ง 

(Hyperplane) ที่เป็นเส้นตรงขึ้นมา เพ่ือให้ทราบว่าเส้นตรงที่แบ่งกลุ่มสองกลุ่มออกจากกันนั้นเส้นใด

เป็นเส้นที่ดีที่สุด โดยการทำงานแบบ binary classification จะใช้สมการที่ 6 ในการสร้างแบบจำลอง 

(max 𝑤𝑇)𝑥 − 𝑏   (6) 
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w คือ  เวกเตอร์ของค่าสัมประสิทธิ์ 
x คือ เวกเตอร์ของข้อมูล 
b คือ  ค่า bias 

3.4.4 เทคนิคเพอร์เซปตรอนหลายชั้น (MLP) [38]  เป็นโมเดลการเรียนรู้ของเครื่องประเภท

หนึ่งที่จัดอยู่ในกลุ่มโครงข่ายประสาทเทียม (Neural Network) ประกอบไปด้วยชั้นของหน่วย

ประมวลผล (Processing Unit) เรียกว่า "เพอร์เซปตรอน" เรียงซ้อนกันหลายชั้น โมเดลนี้ได้รับแรง

บันดาลใจจากโครงสร้างของระบบประสาทในสมองมนุษย์ โดยการทำงาน 3 ชั้น คือ ชั้นข้อมูลเข้า 

(Input Layer)  ชั้นซ่อน (Hidden Layer) และชั้นข้อมูลออก (Output Layer) ซึ่งการทำงานจะเป็น

การปรับค่าน้ำหนัก (Weight) ของการเชื่อต่อระหว่างเพอร์เซปตรอนในแต่ละชั้น เพ่ือลดค่าความ

ผิดพลาด (Error) ของโมเดล โดยการใช้ สมการที่ 7 ในชั้นซ่อน และ สมการที่ 8 ในชั้นข้อมูลออก 

𝑧

𝑗
= +√(𝑖 = 1)𝑛 𝑤

𝑗𝑖
(

𝑥

𝑖
+

𝑏

𝑗
)    (7) 

 

𝑦

𝑘
= ∑ (

𝑦

𝑘
)       (8) 

𝑧

𝑗
  คือ  ค่าอินพุตของเพอร์เซปตรอนตัวที่ j ในชั้นซ่อน 

𝑤

𝑗𝑖
 คือ  ค่าน้ำหนักของการเชื่อมต่อระหว่างเพอร์เซปตรอนตัวที่ i ในชั้นก่อนหน้ากับเพอร์เซปตรอน 

ตัวที่ j ในชั้นปัจจุบัน 
𝑥

𝑖
  คือ  ค่าอินพุตของเพอร์เซปตรอนตัวที่ i ในชั้นก่อนหน้า 

𝑏

𝑗
  คือ   ค่าไบแอส (Bias) ของเพอร์เซปตรอนตัวที่ j ในชั้นซ่อน 

𝑦

𝑘
  คือ ค่าเอาต์พุตของเพอร์เซปตรอนตัวที่ k ในชั้นข้อมูลออก 

Σ คือ ฟังก์ชันการกระตุ้น (Activation Function) 
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3.5 การแปลผลและการประเมินผล 

การแปลผลและการประเมินผล เป็นขั้นตอนการแปลความหมาย การตีความและการ

ประเมินผลลัพธ์ว่ามีความเหมาะสมหรือตรงกับวัตถุประสงค์ที่ต้องการหรือไม่ ซึ่งควรนำเสนอผลการ

วิเคราะห์ในรูปแบบที่ผู้ใช้งานสามารถเข้าใจได้ง่าย คือ วัดประสิทธิภาพของแบบจำลองที่สร้างขึ้น โดย

ใช้เทคนิคการวัดประสิทธิภาพแบบ 10-Fold Cross Validation [39]  ซึ่งเป็นวิธีการวัดประสิทธิภาพ

ที่ได้รับความนิยม  โดยการแบบข้อมูลออกเป็น 10 กลุ่ม แต่ละกลุ่มมีปริมาณข้อมูลที่เท่ากัน โดยในแต่

ละรอบการทดสอบจะใช้ข้อมูล 1 ชุด สำหรับการเรียนรู้ และใช้ข้อมูล 9 ชุดสำหรับทดสอบ ซึ่งการวัด

ประสิทธิภาพของแบบจำลองครั้งนี้จะทำการทดสอบ 10 รอบ ดังภาพที่ 3.29  

 

ภาพประกอบที่ 3.29 การทดสอบแบบ 10-Fold cross validation 

ส่วนค่าที่ใช้ในการวัดประสิทธิภาพของแบบจำลองที่สร้างขึ้นมาในครั้งนี้คือ ค่าความแม่นยำ 

(Precision) ค่าความระลึก (Recall) และค่าความถ่วง (F-Measure)  

Precision =  
TP

TP+FP
    (9) 

Recall =  
TP

TP+FN
      (10)   

F − Measure =
2∗precision∗recall

precision+recall
  (11) 

   
โดยที่  TP แทนจำนวนข้อมูลที่แบบจำลองทำนายถูกต้องในคลาส P 
 FP แทนจำนวนข้อมูลที่แบบจำลองทำนายผิดในคลาส P 
 FN แทนจำนวนข้อมูลที่แบบจำลองทำนายผิดในคลาส N  
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ค่าความแม่นยำ (Precision ) คือ การวัดความสามารถในการแยกคุณลักษณะของ

แบบจำลองในการพิจารณา คำ ว่าเป็น คุณลักษณะเชิงบวก หรือ คุณลักษณะเชิงลบ โดยค่าความ

แม่นยำจะเป็นจำนวนคลาสที่อยู่ในถุงคำเทียบกับคำที่อยู่ในความคิดเห็นทั้งหมด 

ค่าความระลึก (Recall) คือ การวัดความสามารถในการแยกคุณลักษณะของแบบจำลอง ใน
การพิจารณา ความคิดเห็น ว่าเป็น ความคิดเห็นเชิงบวก หรือ ความคิดเห็นเชิงลบ โดยค่าความระลึก
จะเป็นจำนวนคลาสที่อยู่ในถุงคำเทียบกับคำที่อยู่ในความคิดเห็นทั้งหมด 

 
ค่าความถ่วง (F-Measure) คือ การวัดประสิทธิภาพโดยรวมของแบบจำลอง ระหว่างค่า 

ความแม่นยำและค่าความระลึก โดยการนำทั้ง 2 ค่ามาคำนวณร่วมกัน



 

 

  
 

บทที่ 4  

ผลการวิจัย 

ในบทนนี้เป็นการแสดงผลการวิจัยจากการศึกษาความคิดเห็นของคนไทยที่มีต่อยานยนต์
พลังงานทางเลือกและการเปรียบเทียบประสิทธิภาพของแบบจำลองเพ่ือจำแนกความคิดเห้นของคน
ไทยที่มีต่อยานยนต์พลังงานทางเลือก โดยการใช้หลักการของเหมืองความคิดเห็นที่มี 5 ขั้นตอน ซึ่ง
การรวบรวมข้อมูลความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกบนสื่อสังคมออนไลน์  
ต่าง ๆ ได้แก่  Twitter, Facebook, Pantip และ Tiktok ตั้งแต่วันที่ 1 มีนาคม ถึง 31 สิงหาคม พ.ศ. 
2565 จำนวนทั้งหมด 2,265 ความคิดเห็น นำมาผ่านกระบวนการต่าง ๆ เช่น การทำความสะอาดคำ 
การทำดัชนี การแยกประเภทคำที่อยู่ในแต่ละประโยค การสร้างถุงคำ  และกระบวนการอ่ืนๆ คงเหลือ
อยู่ทั้งหมด 3,045 คำ โดยการใช้พจนานุกรมภาษาไทยเพ่ือแยกชนิดของคำ จากนั้นนำเอาคำที่
สามารถบ่งบอกได้ถึงความรู้สึกที่เป็นความหมายในเชิงบวกและเชิงลบ แทนที่ด้วยตัวเลขโดยหากเป็น
คำที่มีคุณลักษณะความรู้สึกเป็นเชิงบวกจะแทนค่าด้วย 1 และคำที่มีคุณลักษณะความรู้สึกเป็นเชิงลบ
จะแทนค่าด้วย -1 ส่วนคำอ่ืน ๆ ที่มีคุณลักษณะเป็นกลางหรือไม่สามารถบ่งบอกถึงความรู้สึกได้จะ
แทนค่าด้วย 0  

การสร้างแบบจำลอง เพ่ือจำแนกความรู้สึกผู้วิจัยได้นำเอาเทคนิคต่างๆที่ใช้กันอย่าง

แพร่หลาย โดยเลือกเอาทั้งหมด 4 เทคนิคได้แก่ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (Decision Tree 

C4.5), เทคนิคเนอีฟเบย์ (Naïve-Bayes), เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector 

Machine) และเทคนิคเพอร์เซปตรอนหลายชั้น (Multi-layer Perceptron) นำมาสร้างเป็น

แบบจำลองเพ่ือจำแนกความรู้สึกของคนไทยเพ่ือใช้ในการวิเคราะห์ข้อมูล และวัดประสิทธิภาพของ

แบบจำลองด้วยวิธี 10-Fold Cross Validation ซึ่งวัดประสิทธิภาพจากผลของการจำแนกกลุ่มข้อมูล 

และหาค่า ค่าความแม่นยำ (Precision) ค่าความระลึก (Recall) และค่าความถ่วง (F-Measure) ซึ่ง

สามารถแสดงผลการวิจัยได้ ดังนี้ 
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4.1. ผลการวิจัยความรู้สึกที่มีต่อยานยนต์พลังงานทางเลือก  

 

ภาพประกอบที่ 4.1 การเปรียบเทียมความรู้สึกของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก 

 จากภาพประกอบที่ 4.1 การวิจัยการวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงาน
ทางเลือกด้วยเหมืองความคิดเห็น มีวัตถุประสงค์เพ่ือศึกษาความคิดเห็นของผู้ใช้ยานยนต์พลังงาน
ทางเลือก โดยการนำเอาความรู้สึกของคนไทยต่อยานยนต์พลังงานทางเลือกบนสื่อสังคมออนไลน์  ว่า
มีความคิดเห็นไปในทิศทางใดซึ่งจะแบ่งออกเป็น 2 กลุ่ม ได้แก่ความคิดเห็นเชิงบวกและความคิดเห็น
เชิงลบ โดยการเปรียบเทียบเทคนิคที่ใช้ในการสร้างแบบจำลองเพ่ือจำแนกความคิดเห็นจากการ
ทดลอง พบว่าคนไทยมีความรู้สึกเป็นเชิงบวกร้อยละ 69.97 ส่วนความรู้สึกเชิงลบอยู่ที่ร้อยละ 28.67 
และความรู้สึกเป็นกลางร้อยละ 1.36  

ตารางที่ 4.1 การจัดอันดับคุณลักษณะที่ถูกกล่าวถึง 10 อันดับ 

ลำดับ คุณลักษณะเชิงบวก จำนวน(ครั้ง) คุณลักษณะเชิงลบ จำนวน(ครั้ง) 
1 ด ี 696 ปัญหา 202 

2 สวย 510 แพง 195 
3 ชอบ 350 จ่าย 78 

4 ขอบคุณ 112 ซ่อม 51 
5 สนใจ 101 ร้อน 50 
6 สนุก 93 ต่ำ 48 

7 คุ้ม 88 ภาษี 46 
8 คุ้มค่า 87 พัง 45 

9 พัฒนา 84 ตาย 36 
10 ประหยดั 76 กลัว 35 

คณุลกัษณะเชิงบวก คณุลกัษณะเป็นกลาง คณุลกัษณะเชิงลบ

69.97 1.36 28.67
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จากตารางที่ 4.1 แสดงการเปรียบเทียบคำที่มีคุณลักษณะเชิงบวกและเชิงลบที่ถูกกล่าววถึง
มากที่สุด 10 อันดับ โดยคุณลักษณะเชิงบวกที่ถูกกล่าวมากที่สุดคือ “ดี” ทั้งหมด 696 ครั้ง และคำท่ีมี
คุณลักษณะเชิงลบที่ถูกกล่าวถึงมากท่ีสุดคือ “ปัญหา” จำนวน 202 ครั้ง  

4.2. ผลการวิจัยประสิทธิภาพของแบบจำลอง 

ในการวิจัยการวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วยเหมืองความ
คิดเห็น โดยการนำเอาเทคนิคการทำเหมืองความคิดเห็นมาใช้ในการวิเคราะห์ข้อมูลโดยใช้เทคนิค
ทั้งหมด 4 เทคนิคได้แก่ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5  (Decision Tree C4.5) เทคนิคเนอีฟเบย์ 
(Naïve-Bayes) เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector Machine) และเทคนิคเพอร์
เซปตรอนหลายชั้น (Multi-layer Perceptron) ได้ใช้เครื่องมือเป็นโปรแกรม Weka เวอร์ชั่น 3.8.6 
ซึ่งได้รวบรวมข้อมูลจากสื่อสังคมออนไลน์ต่าง ๆ เช่น Facebook, YouTube, Pantip และ TikTok 
ตั้งแต่วันที่ 1 มีนาคม ถึง 31 สิงหาคม พ.ศ. 2565 จำนวนทั้งหมด 2,265 ชุดข้อมูล หลังจากผ่าน
กระบวนการต่าง ๆ ก่อนจะนำเข้าสู่แบบจำลองทั้ง 4 แบบ ได้มีการแบ่งชุดข้อมูลออกเป็นจำนวน 2 
คลาส ได้แก่ คลาส P มีจำนวน 231 ข้อมูล คลาส N จำนวน 209 ข้อมูล รวมทั้งหมดเป็น 440 คลาส 
ซึ่งเมื่อคัดเลือกเอาคุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้ง ขึ้นไปจะได้ คลาส P มีจำนวน 173 ข้อมูล 
คลาส N จำนวน 110 ข้อมูล รวม 283 คลาส ทั้งสองคลาสมีจำนวนข้อมูลที่ใกล้เคียงกัน จึงไม่ต้อง
ปรับสมดุลหรือแก้ปัญหาข้อมูลที่ไม่สมดุลกัน และได้สร้างแบบจำลองด้วย เทคนิคต้นไม้ตัดสินใจ แบบ 
ซี 4.5 (Decision Tree C4.5), เทคนิคเนอีฟเบย์ (Naïve-Bayes), เทคนิคซัพพอตเว็กเตอร์แมทชีน 
(Support Vector Machine) และเทคนิคเพอร์เซปตรอนหลายชั้น (Multi-layer Perceptron) ได้ใช้
กระบวนการทดสอบประสิทธิภาพ 10 Flod Cross Validation แบ่งกลุ่มข้อมูลออกเป็น 10 ชุด โดย 
9 ชุดข้อมูลเป็นชุดสำหรับทดสอบ และ 1 ชุดข้อมูลเป็นชุดสำหรับการเรียนรู้ โดยวัดประสิทธิภาพ 
จากค่าความแม่นยำ (Precision) ค่าความระลึก (Recall) และค่าความถ่วง (F-Measure) โดยได้
ผลการวิจัยจากทั้ง 2 รูปแบบ ดังภาพประกอบที ่4.2 ภาพประกอบที่ 4.3 และ ภาพประกอบที่ 4.4  
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ภาพประกอบที่ 4.2 การเปรียบเทียบค่าความแม่นยำ 

 จากภาพประกอบที่  4.2 แสดงค่าความแม่นยำของแบบจำลองเพ่ือการจำแนกความรู้สึกของ
คนไทยที่มีต่อยานยนต์พลังงานทางเลือกด้วย เทคนิคเพอร์เซปตรอนหลายชั้น (MLP)  เทคนิคเนอีฟ
เบย์ (NB)  เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (C4.5) และเทคนิคซัพพอตเว็กเตอร์แมทชีน (SVM) การ
ทดลองที่นำเอาคุณลักษณะทั้งหมดมาสร้างแบบจำลอง พบว่า เทคนิค MLP มีค่าความแม่นยำมาก
ที่สุด โดยมีค่าความแม่นยำที่ร้อยละ 95.30 รองลงมาเป็น NB มีค่าความแม่นยำที่ร้อยละ 94.00 
เทคนิค C4.5 มีค่าความแม่นยำที่ร้อยละ 90.70 และเทคนิค SVM มีค่าความแม่นยำน้อยที่สุดที่สุดที่
ร้อยละ 73.50 ส่วนการทดลองที่ใช้คุณลักษณะที่ถูกกว่าถึงตั้งแต่ 10 ครั้งขึ้นไปมาทำการทดลอง 
พบว่า เทคนิค MLP มีค่าความแม่นยำมากที่สุดที่ร้อยละ 97.20 รองลงมาเป็น เทคนิค NB มีค่าความ
แม่นยำที่ร้อยละ 91.10 เทคนิค C4.5 มีค่าความแม่นยำทีร่้อยละ 87.30 และเทคนิค SVM มีค่าความ
แม่นยำน้อยที่สุดที่ร้อยละ 73.00 จากการวิเคราะห์การใช้คุณลักษณะทั้งหมดและการใช้คุณลักษณะที่
ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป พบว่า เทคนิค MLP มีค่าความแม่นยำเพ่ิมขึ้นร้อยละ 1.90 เทคนิค 
C4.5 มีค่าความแม่นยำลดลงร้อยละ 3.40 เทคนิค NB มีค่าความแม่นยำลดลงร้อยละ 2.90  ส่วน
เทคนิค SVM มีค่าความแม่นยำลดลงร้อยละ 0.50 

C4.5 SVM MLP NB

คณุลกัษณะทัง้หมด 90.70 73.50 95.30 94.00

คณุลกัษณะที่ถกูกลา่วถงึ 10 ครัง้ขัน้ไป 87.30 73.00 97.20 91.10
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ภาพประกอบที่ 4.3 การเปรียบเทียบค่าความระลึก 

 จากภาพประกอบที่  4.3 แสดงการเปรียบเทียบค่าความระลึกของแบบจำลองเพ่ือจำแนก
ความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกด้วย เทคนิคเพอร์เซปตรอนหลายชั้น (MLP)  
เทคนิคเนอีฟเบย์ (NB)  เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (C4.5) และเทคนิคซัพพอตเว็กเตอร์แม
ทชีน (SVM) การทดลองนำเอาคุณลักษณะทั้งหมดมาสร้างแบบจำลอง พบว่า เทคนิค MLP เป็น
เทคนิคที่ใหค้่าความระลึกมากที่สุดที่ร้อยละ 95.30 รองลงมาเป็นเทคนิค NB มีค่าความระลึกที่ร้อยละ 
94.00 เทคนิค C4.5 มีค่าความระลึกที่ร้อยละ 90.90 และเทคนิค SVM มีค่าความระลึกน้อยที่สุด มี
ค่าความระลึกที่ร้อยละ 73.50 ส่วนการทดลองสร้างแบบจำลองจากคุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 
10 ครั้งขึ้นไป พบว่า เทคนิค MLP ที่มีค่าความระลึกมากที่สุดที่ร้อยละ 97.20 เทคนิค NB รองลงมามี
ค่าความระลึกที่ร้อยละ 90.90 เทคนิค C4.5 มีค่าความระลึกที่ร้อยละ 87.20 และเทคนิค SVM มีค่า
ความระลึกน้อยที่สุดโดยมีค่าความระลึกที่ร้อยละ 75.70 จากการวิเคราะห์การใช้คุณลักษณะทั้งหมด
และการใช้คุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป พบว่า เทคนิค MLP มีค่าความระลึกเพ่ิมขึ้น
ร้อยละ 1.90 เทคนิค SVM มีค่าความระลึกเพ่ิมขึ้นร้อยละ 2.20 ในขณะที่ เทคนิค C4.5 และ เทคนิค 
NB มีค่าความระลึกลดลงร้อยละ 3.1 และร้อยละ 3.7 ตามลำดับ 

C4.5 SVM MLP NB

คณุลกัษณะทัง้หมด 90.90 73.50 95.30 94.00

คณุลกัษณะที่ถกูกลา่วถงึ 10 ครัง้ขัน้ไป 87.20 75.70 97.20 90.90
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ภาพประกอบที่ 4.4 การเปรียบเทียบค่าความถ่วง 

 จากภาพประกอบที่  4.4 แสดงการเปรียบเทียบค่าความถ่วงของแบบจำลองเพ่ือจำแนก
ความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกด้วย เทคนิคเพอร์เซปตรอนหลายชั้น (MLP)  
เทคนิคเนอีฟเบย์ (NB)  เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5 (C4.5) และเทคนิคซัพพอตเว็กเตอร์ 
แมทชีน (SVM) พบว่า เทคนิค MLP ที่มีค่าความถ่วงมากที่สุดจากทั้ง 4 เทคนิค โดยมีค่าความถ่วงอยู่
ทีร่้อยละ 95.30 รองลงมาคือ NB มีค่าความถ่วงที่ร้อยละ 93.90 เทคนิค C4.5 มีค่าความถ่วงที่ร้อยละ 
90.80 และเทคนิค SVM มีค่าความถ่วงที่ร้อยละ 84.70 ส่วนการทดลองสร้างแบบจำลองจาก
คุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป พบว่า เทคนิค MLP ที่มีค่าความถ่วงมากที่สุด โดยมีค่า
ความถ่วงอยู่ที่ร้อยละ 97.20 รองลงมาเป็น เทคนิค NB มีค่าความถ่วงที่ร้อยละ 90.50 เทคนิค C4.5 
มีค่าความถ่วงที่ร้อยละ 87.20 และเทคนิคที่ให้ค่าความถ่วงน้อยที่สุดคือ เทคนิค SVM มีค่าความถ่วง
ทีร่้อยละ 71.80 จากการวิเคราะห์การใช้คุณลักษณะทั้งหมดและการใช้คุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 
10 ครั้งขึ้นไป พบว่า เทคนิค MLP มีค่าความระลึกเพ่ิมขึ้นร้อยละ 1.90 ส่วนเทคนิคอ่ืน ๆ มีความถ่วง
ลดลงทั้งหมด โดยเทคนิค NB มีค่าความถ่วงลดลงร้อยละ 3.40 เทคนิค C4.5 มีค่าความถ่วงลดลงร้อย
ละ 3.60 และเทคนิค SVM มีค่าความถ่วงลดลงร้อยละ 12.90 
 จากการทดลองครั้งนี้ในส่วนของคุณลักษณะที่ถูกล่าวถึงทั้งหมด พบว่า เทคนิคเพอร์เซปต
รอนหลายชั้น (Multi-layer Perceptron) เป็นเทคนิคที่มีประสิทธิภภาพสูงสุดในการจำแนกความ
คิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก โดยมีค่าความแม่นยำ (Precision) ค่าความระลึก 
(Recall) และค่าความถ่วง (F-Measure) เท่ากันที่ร้อยละ 95.30 รองลงมาได้แก่ เทคนิคเนอีฟเบย์ 

C4.5 SVM MLP NB

คณุลกัษณะทัง้หมด 90.80 84.70 95.30 93.90

คณุลกัษณะที่ถกูกลา่วถงึ 10 ครัง้ขัน้ไป 87.20 71.80 97.20 90.50
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(Naïve-Bayes) มีค่าความแม่นยำ (Precision) และค่าความระลึก (Recall) เท่ากันที่ร้อยละ 94.00 
ค่าความถ่วง (F-Measure) ที่ร้อยละ 93.90  รองลงมาคือ เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5  
(Decision Tree C4.5) มีค่าความแม่นยำ (Precision) ที่ร้อยละ 90.70 ค่าความระลึก (Recall) ที่
ร้อยละ 90.90  และค่าความถ่วง (F-Measure) ที่ร้อยละ 90.80 และเทคนิคที่มีประสิทธิภาพน้อย
ที่สุดในการทดลองครั้งนี้ก็ คือ เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector Machine) ซึ่งจาก
การทดลองซ้ำหลายครั้ง พบว่า เทคนิคซัพพอตเว็กเตอร์แมทชีน (SVM) มีความสามารถในการจำแนก
คุณลักษณะเชิงบวก หรือ คุณลักษณะเชิงลบ ได้น้อยที่สุด โดยมีค่าความแม่นยำ (Precision) ที่ร้อยละ 
73.50 ค่าความระลึก (Recall) ที่ร้อยละ 73.50  และค่าความถ่วง (F-Measure) ที่ร้อยละ 84.30 
ส่วนการทดลองสร้างแบบจำลองเพ่ือจำแนกความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก
โดยใช้คุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป พบว่า เทคนิคเพอร์เซปตรอนหลายชั้น (Multi-
layer Perceptron) เป็นเทคนิคท่ีมีประสิทธิภภาพสูงสุด โดยมีค่าความแม่นยำ (Precision) ค่าความ
ระลึก (Recall) และค่าความถ่วง (F-Measure) เท่ากันที่ร้อยละ 97.20 รองลงมาคือ เทคนิคเนอีฟ
เบย์ (Naïve-Bayes) มีค่าความแม่นยำ (Precision) ที่ร้อยละ 91.10 ค่าความระลึก (Recall) ที่ร้อย
ละ 90.90 ค่าความถ่วง (F-Measure) ที่ร้อยละ 90.50  ต่อมาเป็น เทคนิคต้นไม้ตัดสินใจ แบบ ซี 4.5  
(Decision Tree C4.5) มีค่าความแม่นยำ (Precision) ที่ร้อยละ 87.30 ค่าความระลึก (Recall) และ
ค่าความถ่วง (F-Measure) ที่ร้อยละ 87.20 และเทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector 
Machine) เป็นเทคนิคที่มีประสิทธิภาพน้อยที่สุดจากการทดลองคัดเลือกคุณลักษณะที่ถูกกล่าวถึง 10 
ครั้งขึ้นไป โดยมีค่ามีค่าความแม่นยำ (Precision) ที่ร้อยละ 73.00 ค่าความระลึก (Recall) ที่ร้อยละ 
75.70  และค่าความถ่วง (F-Measure) ทีร่้อยละ 71.80  

 



 

 

  
 

บทที่ 5 

สรุปผล อภิปรายผล และข้อเสนอแนะ 

 งานวิจัยนี้ได้นำเอากระบวนการในการคัดเลือกคุณลักษณะด้วยการให้น้ำหนักคำในการสร้าง
แบบจำลองที่ได้ประสิทธิภาพสำหรับจำแนกความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก 
โดยหลักการของการทำเหมืองข้อความ เพ่ือสร้างและเปรียบเทียบประสิทธิภาพของแบบจำลอง
ความรู้สึกของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก และเพ่ือให้ได้แบบจำลองที่มีประสิทธิภาพ
ที่สุดในการจำแนกความคิดเห็นจึงได้นำเอากระบวนการคัดเลือกคุณลักษณะโดยการให้น้ำหนักเพ่ือใช้
ในการสร้างแบบจำลอง 

 ขั้นตอนในการทำเหมืองข้อมูลมีทั้งหมด 5 ขั้นตอน โดยการรวบรวมความคิดเห็นของคนไทย
ที่มีต่อยานยนต์พลังงานทางเลือกจากสื่อสังคมออนไลน์ ได้แก่  Twitter, Facebook, Pantip และ 
Tiktok ตั้งแต่วันที่  1 มีนาคม ถึง 31 สิงหาคม พ.ศ. 2565 จำนวนทั้งหมด 2,265 ความคิดเห็น 
จากนั้นนำมาผ่านกระบวนการการเตรียมข้อมูลด้วยการทำความสะอาดข้อความที่ได้จากสื่อสังคม
ออนไลน์ 
 การทำดัชนีข้อมูล นำเอาข้อมูลมาทำการแยกคำและค้นหาชนิดของคำที่อยู่ในประโยค เช่น 
คำนาม (Noun) คำสรรพนาม (Pronoun) คำกริยา (Verb) คำวิ เศษณ์  (Adverb) คำบุพบท 
(Prepositions) คำสันธาน (Conjunctions) เป็นต้น เนื่องจากประโยคต่าง ๆ ที่ใช้ในการพูด การ
สื่อสาร หรือแสดงความคิดเห็นนั้นล้วนมาจากการนำเอาคำต่าง ๆ เหล่านี้มาประกอบกัน จากนั้นทำ
การสร้างถุงคำและกำหนดคลาสของคำ 

 การสร้างถุงคำ (Bag of word) เป็นการนำคำที่แยกประเภทจากความคิดเห็นหรือข้อความที่
ผ่านกระบวนการทำความสะอาดแล้วมาเพียงแค่ 1 คำ ไม่ว่าจะในกรณีที่ซ้ำกันหรือไม่ซ้ำกันก็ตาม 
จากทั้งหมด 7,223 คำ คงเหลือ 3,044 คำ โดยการพิจารณาเลือกใช้คำที่สมบูรณ์เท่านั้น จากนั้นทำ
การคัดเลือกเอา คำกริยา คำคุณศัพท์ คำวิเศษณ์ และคำวิเศษณ์วิเศษ ที่สามารถบ่งบอกถึงความรู้สึก
ได้ ทำการเพิ่มคุณสมบัติให้กับคำที่มีคุณลักษณะเชิงบวกและเชิงลบ โดยแทนค่าของคำท่ีมีคุณลักษณะ
เชิงบวกเป็น 1 ส่วนคำที่มีคุณลักษณะเชิงลบแทนค่าเป็น -1 และแทนค่าของคำที่มีคุณลักษณะเป็น
กลางหรือไม่ปรากฏคุณลักษณะด้วย 0 โดยจะได้เป็นชุดข้อมูลใหม่ที่มี 440 คลาส แบ่งออกเป็น 2 
กลุ่ม โดยกลุ่มแรก คือ คุณลักษณะที่ถูกล่าวถึงทั้งหมด แบ่งเป็น 2 รูปแบบ ได้แก่ คุณลักษณะที่เป็น
เชิงบวก 231 คลาส และคุณลักษณะที่เป็นเชิงลบ 209 คลาส กลุ่มที่ 2 คือ คุณลักษณะที่ถูกกล่าวถึง 
10 ครั้งขึ้นไป จำนวน 283 คลาส แบ่งเป็น 2 รูปแบบ ได้แก่  คุณลักษณะที่เป็นเชิงบวก 173 คลาส 
และคุณลักษณะที่เป็นเชิงลบ 110 คลาส 
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 การสร้างแบบจำลอง เป็นการเอาเทคนิคในการสร้างเหมืองข้อความ มาใช้ในการสร้าง
แบบจำลองเพ่ือจำแนกความรู้สึกด้วยกันทั้งหมด 4 เทคนิค จากนั้นนำเอาเทคนิคที่ใช้ในการวัด
ประสิทธิภาพของการคัดเลือกคุณลักษณะทำการเปรียบเทียบแบบจำลองทั้ง 4 เทคนิค ที่ใช้สร้าง
แบบจำลองเพ่ือจำแนกความรู้สึก วิเคราะห์ และวัดประสิทธิภาพของแบบจำลอง ด้วยวิธีการ 10 
Flod Cross Validation โดยการหาค่าความแม่นยำ (Precision) ค่าความระลึก (Recall) และค่า
ความถ่วง (F-Measure) 

5.1 สรุปผล 

 วัตถุประสงค์งานวิจัยครั้งนี้ เพ่ือศึกษาความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงาน
ทางเลือกและเปลี่ยนเทียบประสิทธิภาพของแบบจำลองในการจำแนกความคิดเห็นของคนไทยที่มีต่อ
ยานยนต์พลังงานทางเลือกสามารถสรุปได ้ดังนี้ 

จากการศึกษาความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก สรุปได้ว่าคนไทย
ร้อยละ 69.97 มีความคิดเห็นเชิงบวกต่อยานยนต์พลังงานทางเลือก และคนไทยร้อยละ 28.67 มี
ความคิดเห็นในเชิงลบต่อยานยนต์พลังงานทางเลือก 

จากการเปรียบเทียบประสิทธิภาพของแบบจำลองในการจำแนกความคิดเห็นของคนไทยที่มี
ต่อยานยนต์พลังงานทางเลือกด้วยคุณลักษณะทั้งหมด สรุปได้ว่า เทคนิคเพอร์เซปตรอนหลายชั้น 
(Multi-layer Perceptron) เป็นเทคนิคที่มีประสิทธิภาพมากที่สุดในการจำแนกความคิดเห็นของคน
ไทยที่มีต่อยานยนต์พลังงานทางเลือก มีค่าความแม่นยำ (Precision) ค่าความระลึก (Recall) และค่า
ความถ่วง (F-Measure) เท่ากันที่ร้อยละ 95.30 ส่วนเทคนิคที่มีประสิทธิภาพน้อยที่สุดในการจำแนก
ความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก คือ เทคนิคซัพพอตเว็กเตอร์แมทชีน 
(Support Vector Machine) โดยมีค่าความแม่นยำ (Precision) ที่ร้อยละ 73.50 ค่าความระลึก 
(Recall) ที่ร้อยละ 73.50  และค่าความถ่วง (F-Measure) ที่ร้อยละ 84.30 

จากการเปรียบเทียบประสิทธิภาพของแบบจำลองในการจำแนกความคิดเห็นของคนไทยที่มี
ต่อยานยนต์พลังงานทางเลือกด้วยคุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป สรุปได้ว่า เทคนิค
เพอร์เซปตรอนหลายชั้น (Multi-layer Perceptron) เป็นเทคนิคที่มีประสิทธิภาพมากที่สุดในการ
จำแนกความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก ค่าความแม่นยำ (Precision) ค่า
ความระลึก (Recall) และค่าความถ่วง (F-Measure) เท่ากันที่ร้อยละ 97.20 ส่วนเทคนิคที่มี
ประสิทธิภาพน้อยที่สุดในการจำแนกความคิดเห็นของคนไทยที่มีต่อยานยนต์พลังงานทางเลือก คือ 
เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector Machine) โดยมีค่าความแม่นยำ (Precision) ที่
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ร้อยละ 73.00 ค่าความระลึก (Recall) ที่ร้อยละ 75.70  และค่าความถ่วง (F-Measure) ที่ร้อยละ 
71.80 

จากการทดลองใช้คุณลักษณะทั้งหมดและคุณลักษณะที่ถูกกล่าวถึงตั้งแต่ 10 ครั้งขึ้นไป 
สามารถสรุปได้ว่า เทคนิคเพอร์เซปตรอนหลายชั้น (Multi-layer Perceptron)  มีค่าความแม่นยำ 
(Precision) ค่าความระลึก (Recall) และค่าความถ่วง (F-Measure) เพ่ิมขึ้นที่ร้อยละ 1.90 ส่วน
เทคนิคซัพพอตเว็กเตอร์แมทชีน (Support Vector Machine) มีค่าความระลึกเพ่ิมขึ้นร้อยละ 2.20 
ค่าความแม่นยำลดลงร้อยละ 0.50 และค่าความถ่วงลดลงร้อยละ 12.90 

5.2 อภิปรายผล 

 จากการวิจัย การวิเคราะห์ความคิดเห็นของผู้ใช้ยานยนต์พลังงานทางเลือกด้วยเหมืองความ
คิดเห็น ในครั้งนี้ทำให้พบว่า เทคนิคที่ใช้ในการวิจัย เทคนิคเพอร์เซปตรอนหลายชั้น (Multi-layer 
Perceptron) ได้ให้ผลลัพธ์ที่ดีที่สุด โดยมีค่าความแม่นยำอยู่ที่ร้อยละ 95.30 รวมถึงค่าความระลึก
และค่าความถ่วงที่ร้อยละ 95.30 เช่นกัน ซึ่งต่างจากงานวิจัยของ Davis และคณะ [29] ที่ได้ผลลัพธ์
จากการทดลองเป็นเทคนิค ต้นไม้ตัดสินใจ ที่ให้ผลลัพธ์ที่ดีที่สุดโดยมีค่าความแม่นยำที่ 90.00%  จาก
การวิจัย การสร้างสถานการณ์โดยอัตโนมัติจากคลังข้อความ : กรณีศึกษาเกี่ยวกับยานพาหนะไฟฟ้า 
ส่วนงานวิจัยของ กิตติศักดิ์ ขำจิตร และคณะ [40] ที่ได้ใช้เทคนิคเทคนิคเนอีฟเบย์ เทคนิคต้นไม้
ตัดสินใจ เทคนิคป่าแบบสุ่ม และเทคนิคการเรียนรู้เชิงลึก พบว่าได้ผลลัพธ์ต่างกัน โดยเทคนิคที่มี
ประสิทธิภาพสูงสุด คือ เทคนิคการเรียนรู้เชิงลึก มีค่าความแม่นยำร้อยละ 95.11 ค่าความถ่วงร้อยละ 
97.49 และค่าความไวร้อยละ 99.11 ในการวิจัย ประสิทธิภาพของเทคนิคเหมืองข้อมูลสำหรับ
พยากรณ์การเกิดโรคหลอดเลือดในสมอง และนั้นหนังสือ คู่มือการวิจัยการขุดความคิดเห็นและการ
วิเคราะห์ข้อความในงานวรรณกรรมและโซเชียลมีเดีย [41] ได้เสนอ เทคนิคการเรียนรู้เชิงลึก ว่าเป็น
เทคนิคที่เหมาะสมในการทำเหมืองความคิดเห็นของยุคนี้ ซึ่งสอดคล่องกับเทคนิคเพอร์เซปตรอน
หลายชั้น (Multi-layer Perceptron) ซึ่งเป็นเทคนิคต้นแบบที่พัฒนาไปสู่เทคนิคการเรียนรู้เชิงลึกจึง
ได้ผลลัพธ์ที่ดีที่สุดจาก 4 เทคนิคที่ใช้ในการวิจัยครั้งนี้ 

5.3 ข้อเสนอแนะ 

 ในการวิจัยครั้งนี้ผู้วิจัยได้นำเอาเทคนิคเหมืองข้อมูลเพ่ือ ใช้ในกระบวนการคัดเลือก
คุณลักษณะด้วยการแทนค่ามาใช้ในการสร้างแบบจำลองเพ่ือจำแนกคุณลักษณะความรู้สึกของคนไทย
ที่มีต่อยานยนต์พลังงานทางเลือก โดยข้อมูลที่ใช้นั้นเป็นข้อมูลในช่วงที่มีการนำเข้ายานยนต์พลังงาน
ทางเลือกในช่วงแรก ๆ ของประเทศไทย จึงทำให้มีความคิดเห็นของคนไทยถือว่าที่ยังไม่เป็นที่ทราบ
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กันในวงกว้างหรือเฉพาะผู้ที่สนใจเท่านั้น แต่ในปัจจุบันยานยนต์พลังงานทางเลือกถูกนำเข้าและ
จำหน่ายภายในประเทศไทยหลากหลายยี่ห้อและมีเงื่อนไขในการใช้งานของแต่ละรุ่นแตกต่างกันไป 
การหาข้อมูลความคิดเห็นที่ได้จึงอาจจะมีคุณลักษณะที่มากกว่าการใช้ข้อมูลในช่วงแรกที่มีการนำเข้า
ยานยนต์พลังงานทางเลือก นอกจากนี้การตั้งค่าพารามิเตอร์สำหรับการสร้างแบบจำลองจากเทคนิค
ต่าง ๆ ในโปรแกรม Weka ยังอยู่ในรูปแบบดั้งเดิม (default) หากมีการปรับแต่งค่าในการตั้งค่าที่มี
ความละเอียดมากขึ้น อาจจะได้ผลลัพธ์ที่แตกต่างออกไป  
 การประยุกต์ใช้เป็นแนวทางในการพัฒนาระบบสารสนเทศ เพ่ือตอบสนองความต้องการ
ที่มากขึ้นหรือค้นหาวิธีการใหม่ ๆ ที่ให้ผลลัพธ์ที่ต่างออกไปในการวิจัย สามารถศึกษาได้จากวิธีการ
เตรียมข้อมูล โดยใช้รูปแบบอ่ืน ๆ ที่ ไม่ใช่ ภาษา python หรือ Library PyThaiNLP เพ่ือให้ได้
กระบวนการและวิธีการใหม่ ๆ ในการทำเหมืองความคิดเห็น สำหรับใช้ประกอบในการวางแผน และ
บริหารจัดการในด้านอ่ืน ๆ เช่น การประชาสัมพันธ์เพ่ือให้ความรู้แก่ผู้ที่สนใจในยานยนต์พลังงาน
ทางเลือก ใช้เป็นข้อมูลในการตัดสินใจประกอบการเลือกซื้อยานยนต์พลังงานทางเลือก หรือใช้เป็น
ข้อมูลเพื่อให้กลุ่มเป้าหมายรับรู้และเข้าใจในกรณีเป็นที่ปรึกษาด้านการขาย เป็นต้น  
 สำหรับการวิจัยครั้งต่อไป แนะนำให้เพ่ิมเทคนิคอ่ืน ๆ หรือรูปแบบการเตรียมข้อมูลและ
กำหนดคุณลักษณะในแบบอ่ืนให้กับคำ เนื่องจาก Library PyThaiNLP ที่ผู้วิจัยเลือกใช้งานนั้นอยู่ช่วง
ระหว่างการพัฒนาและปรับปรุงจึงทำให้มีจุดบกพร่องที่ต้องแก้ไขอยู่หลายครั้ง หากในอนาคตมี
เครื่องมืออ่ืนที่สามารถใช้งานได้เหมือนกันหรือดีกว่า Library PyThaiNLP ก็สามารถนำมาใช้ควบคู่
หรือเปรียบเทียบในการในการวิจัย และข้อมูลที่ใช้ในการวิจัยครั้งต่อไปควรจะเป็นข้อมูลที่อยู่ในช่วง
หลังจากมีการประชาสัมพันธ์และการสนับสนุนให้คนไทยหันมาใช้ยานยนต์พลังงานทางเลือกแล้ว เพื่อ
จะได้ความรู้สึกของคนไทยที่มีต่อยานยนต์พลังงานทางเลือกในรูปแบบมีการรับรู้ของคนไทยมากขึ้น
แล้ว  
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คำแสดงคุณลักษณะท่ีใช้ในงานวิจัย 

 คำแสดงคุณลักษณะที่ใช้ในการวิจัยครั้งนี้ ทั้งหมด 440 คำ แบ่งเป็นคำที่แสดงคุณลักษณะเชิง

บวก 231 คำ และคำที่แสดงคุณลักษณะเชิงลบ 209 คำ โดยเรียงลำดับตามจำนวนการถูกล่าวถึงจาก

มากที่สุดไปถึงน้อยที่สุดตามลำดับ 

ตารางที่ ภาคผนวก ก.1 คุณลักษณะเชิงบวก 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 

1 ดี 696  23 คนนิยม 66 
2 สวย 510  24 สนุกโคตร 66 

3 ชอบ 350  25 คุ้มราคา 64 

4 ขอบคุณ 112  26 ชม 60 
5 สนใจ 101  27 สะดวก 60 

6 สนุก 93  28 สุข 60 
7 คุ้ม 88  29 โคตรด ี 60 

8 คุ้มค่า 87  30 คาดหวัง 59 

9 พัฒนา 85  31 สะอาด 59 
10 ประหยัด 84  32 เยี่ยม 59 

11 รัก 76  33 กีดี 57 

12 สนุกด ี 74  34 ถูกใจ 57 
13 สวยงาม 74  35 เจ๋ง 54 

14 คุณภาพดี 70  36 ขอบใจ 51 

15 งาม 70  37 ติดใจ 51 
16 รวย 70  38 ปลื้ม 50 

17 สนุกสนาน 70  39 คุณสมบัติดี 49 
18 เงิน 70  40 ดีใจ 49 

19 โคตรสวย 70  41 ปรับแต่ง 49 

20 แฮปปี้ 69  42 สะดวกสบาย 49 
21 โดดเด่น 68  43 ประทับใจ 48 

22 มาตรฐาน 67  44 บำรุงรักษา 47 
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ตารางที่ ภาคผนวก ก.1 คุณลักษณะเชิงบวก (ต่อ) 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
44 บำรุงรักษา 47  72 เพลินดี 35 

45 สมราคา 47  73 คุณค่า 34 

46 ยอดเยี่ยม 45  74 จริงใจ 34 

47 สุดยอด 45  75 ทนทาน 34 

48 ขำ 44  76 ท่องเที่ยว 34 

50 ดูดี 44  77 สบายใจ 34 

51 น่ารัก 44  78 อัพเดท 34 

52 บำรุง 44  79 เยี่ยมชอบ 34 

53 ปรับปรุง 44  80 แข็งแรง 34 

54 ยั่งยืน 44  81 ไว้ใจ 34 

55 สบายดี 44  82 ผลักดัน 33 

56 แนะนำ 42  83 เชื่อใจ 33 

57 สาระดี 41  84 เอาใจ 33 

58 เท่ห์ 41  85 แจก 33 

59 เพลิน 41  86 เพลิดเพลิน 32 

60 โดนใจ 41  87 ดีโคตร 31 

61 ก้าวหน้า 40  88 ยินดี 31 

62 ร่ำรวย 40  89 เสน่ห์ 31 

63 พอใจ 39  90 คึกคัก 30 

64 อเนกประสงค์ 39  91 พัฒนาการ 30 

65 แถม 38  92 ยิ้ม 30 

66 ดีงาม 37  93 สบายตา 30 

67 ประโยชน์ 37  94 สำเร็จ 30 

68 มั่นใจ 36  95 เชียร์ 30 

69 สมบัติ 36  96 เด่น 30 

70 โด่งดัง 36  97 แบ่งปัน 30 

71 รอบรู้ 35  98 เด่นชัด 27 
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ตารางที่ ภาคผนวก ก.1 คุณลักษณะเชิงบวก (ต่อ) 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
99 ยินต้อนรับ 26  126 เลิศ 19 

100 ยิ้มแย้ม 26  127 เอาใจช่วย 19 

101 รางวัล 26  128 แง่ดี 19 

102 เหมาะสม 26  129 รีวิวด ี 18 

103 เวิร์ค 25  130 อัพเดทเฟริมแวร์ 18 

104 สำเร็จรูป 24  131 กิมมิคดี 17 

105 ส่งเสริม 24  132 ดีสุด 17 

106 แจ๋ว 24  133 สะเป็ก 17 

107 เสถียร 24  134 อัพเกรด 17 

108 ดูหรูหรา 23  135 เฉลิมฉลอง 17 

109 ประหยัดพลังงาน 23  136 นับถือ 16 

110 เรียบร้อย 22  137 ระเบียบ 16 

111 ใส่ใจ 22  138 รักษา 16 

112 ขับดี 21  139 เห็นใจ 16 

113 งดงาม 21  140 กำไร 15 

114 ชาร์จดี 21  141 ชอบชม 15 

115 ชื่นชอบ 21  142 ดีกว่า 15 

116 เต็มใจ 21  143 ตื่นตา 15 

117 ชนะ 20  144 นับถือใจ 15 

118 ขยัน 19  145 ผ่อนคลาย 15 

119 ชื่นชม 19  146 ภาคภูมิใจ 15 

120 ดูแลรักษา 19  147 สมบูรณ์ 15 

121 บริษัทดี 19  148 อิสระ 15 

122 ภูมิใจ 19  149 เป็นห่วง 15 

123 สง่างาม 19  150 คุ้มงาน 14 

124 สมาร์ท 19  151 ซื่อสัตย์ 14 

125 หล่อ 19  152 บริการดี 14 
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ตารางที่ ภาคผนวก ก.1 คุณลักษณะเชิงบวก (ต่อ) 

153 ปรับเปลี่ยน 14  181 แรงใจ 9 

154 รับประกัน 14  182 ปัญญา 8 

155 สไมล์ 14  183 ขวัญใจ 7 

156 เรียบง่าย 14  184 ขับเวิค 7 

157 ใว้ใจ 14  185 คนดี 7 

158 ฉลาด 12  186 มรดก 7 

159 ดีเยอะ 12  187 หลงรัก 7 

160 ดูแล 12  188 อยู่ดี 7 

161 พรีเมี่ยม 12  189 เทคโนโลยีสารสนเทศ 7 

162 รุ่ง 12  190 เป็นธรรม 7 

163 สาระประโยชน์ 12  191 ไฮเทค 7 

164 หลงไหล 12  192 การันตี 5 

165 เมตตา 12  193 กะทัดรัดดี 4 

166 พิชิต 11  194 การันตีดี 4 

167 ร่มรื่น 11  195 ชมเพลิน 4 

168 แชร์ 11  196 ชำนาญ 4 

169 กำลังใจ 10  197 ตื่นตาตื่นใจ 4 

170 บันดาลใจ 10  198 พัฒนาสมรรถนะ 4 

171 หายห่วง 10  199 มืออาชีพ 4 

172 เอาใจใส่ 10  200 ละเอียดดี 4 

173 ได้ใจ 10  201 ลุล่วง 4 

174 ตรงใจ 9  202 ส่งเสริมพัฒนา 4 

175 ที่รัก 9  203 เวอร์วังอลังการ 4 

176 ปกป้อง 9  204 แพรวพราว 4 

177 รีไซเคิล 9  205 ซอฟต์แวร์เสถียรดี 3 

178 สง่า 9  206 ดีวะ 3 

179 เสียสละ 9  207 ต้อนรับ 3 

180 แปลกใจ 9  208 ภักด ี 3 

 



 

 

  64 

ตารางที่ ภาคผนวก ก.1 คุณลักษณะเชิงบวก (ต่อ) 

208 ภักด ี 3  
   

209 สังคมดี 3  
   

210 กลิ่นดี 2  
   

211 ชมรถ 2  
   

212 ซื่อตรง 2  
   

213 ดีเหมาะ 2  
   

214 ดูโอเค 2  
   

215 ทรหดอดทน 2  
   

216 ทริปดี 2  
   

217 บ้านดี 2  
   

218 พัฒนาฟื้นฟู 2  
   

219 ลึกซึ้ง 2  
   

220 วิวด ี 2  
   

221 กล้า 1  
   

222 กะดี 1  
   

223 ขับเทพ 1  
   

224 คลั่งรัก 1  
   

225 คอนเทนเยี่ยม 1  
   

226 คุโณปการ 1  
   

227 ชอบรสนิยม 1  
   

228 ดียอด 1  
   

229 ดีเวอร์ 1  
   

230 ถึงใจ 1  
   

231 อุดมสุข 1  
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ตารางที่ ภาคผนวก ก.2 คุณลักษณะเชิงลบ 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
1 ปัญหา 202  27 ซวย 30 

2 แพง 195  28 ด่า 30 

3 จ่าย 78  29 บกพร่อง 30 
4 ซ่อม 51  30 รัฐบาล 30 

5 ร้อน 50  31 เจ้ง 30 
6 ต่ำ 48  32 เสียใจ 30 

7 ภาษีแพง 46  33 โกหก 30 

8 พัง 45  34 จุดอ่อน 29 
9 กวน 36  35 ถกเถียง 29 

10 ตาย 36  36 ท้อ 29 

11 กลัว 35  37 เสียหาย 29 
12 ดราม่า 34  38 โกรธ 29 

13 ผิดพลาด 34  39 ด้อย 28 
14 เครียด 34  40 คาใจ 27 

15 เผา 34  41 บังคับ 27 

16 ขาดแคลน 33  42 ขี้เหร่ 26 
17 ขายแพง 33  43 ขี้งก 24 

18 ชน 33  44 ดูถูก 24 

19 ราคาแพง 33  45 เหนื่อย 24 
20 อคติ 33  46 ถล่ม 23 

21 เสี่ยง 33  47 บ้า 23 

22 โง ่ 33  48 ประมาท 23 
23 ทะเลาะ 32  49 มั่ว 22 

24 เหี้ย 32  50 เศร้า 22 
25 กาก 30  51 กวนใจ 21 

26 ขี้กลัว 30  52 กังวล 21 

27 ซวย 30  53 คนอคติ 21 
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ตารางที่ ภาคผนวก ก.2 คุณลักษณะเชิงลบ (ต่อ) 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
54 งก 21  81 หงุดหงิด 18 

55 หลอก 21  82 พักผ่อน 16 

56 เกียจ 21  83 เลิก 15 
57 โกง 21  84 ช็อค 14 

58 กั๊กสเปค 20  85 ตำหนิ 14 
59 รก 20  86 ห่วย 14 

60 รำคาญ 20  87 อุบัติเหตุ 14 

61 หนี้ 20  88 เสียเปรียบ 14 
62 แปลก 20  89 เหนื่อยใจ 14 

63 โหดร้าย 20  90 อึดอัด 13 

64 กั๊ก 19  91 เสียดสี 13 
65 ขัดใจ 19  92 แซะ 13 

66 ขโมย 19  93 ชุ้ย 12 
67 ตกเทรนด์ 19  94 ดีเลย์ 12 

68 ทำใจ 19  95 ตกยุค 12 

69 บีบบังคับ 19  96 ทะแม่ง 12 
70 บ่น 19  97 ระเบิด 12 

71 ประจาน 19  98 รุนแรง 12 

72 พลาด 19  99 ล่าช้า 12 
73 ภาระ 19  100 อิจฉา 12 

74 ยุ่ง 19  101 เกลียด 12 

75 ร้องเรียน 19  102 เคร่งครัด 12 
76 อ้วน 19  103 เรียกร้อง 12 

77 เบื่อ 19  104 ฉวย 11 
78 เผาไหม้ 19  105 ปากดี 11 

79 เมา 19  106 ลำบาก 11 

80 แบน 19  107 เหยียด 11 
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ตารางที่ ภาคผนวก ก.2 คุณลักษณะเชิงลบ (ต่อ) 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
108 ยุ่งยาก 10  135 ขู ่ 4 

109 แปลกตา 10  136 คุกคาม 4 

110 แพ้ 10  137 จองจำ 4 
111 คลั่ง 9  138 ชก 4 

112 จุกจิก 9  139 บูลี่ 4 
113 ชดเชย 9  140 ปะทะ 4 

114 ชั่ว 9  141 ยอมใจ 4 

115 พิการ 9  142 รังเกียจ 4 
116 ล้ม 9  143 รั่ว 4 

117 สาป 9  144 วุ่นวาย 4 

118 อัพราคา 9  145 สยอง 4 
119 เลวร้าย 9  146 สูญ 4 

120 พนัน 8  147 เกะกะ 4 
121 ไม่ดี 8  148 เสื่อม 4 

122 กั้กออพชั่น 7  149 เหม็น 4 

123 คว่ำบาตร 7  150 เหยียดหยาม 4 
124 ถลุง 7  151 กั๊กรถ 3 

125 ถ่วง 7  152 ขัดแย้ง 3 

126 ผูกขาด 7  153 ขี้แหย๋ 3 
127 ย่ำแย่ 7  154 จัญไร 3 

128 สูญเสีย 7  155 ชักช้า 3 

129 เหงา 7  156 บ้านแตก 3 
130 แย่ง 7  157 เสี่ยงตาย 3 

131 บ้าจริง 6  158 พรวดพราด 3 
132 ชั่งใจ 5  159 พาล 3 

133 กู ้ 4  160 ยอดตก 3 

134 ขัดตา 4  161 ลักทรัพย์ 3 
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ตารางที่ ภาคผนวก ก.2 คุณลักษณะเชิงลบ (ต่อ) 

ลำดับ คำ จำนวนครั้ง  ลำดับ คำ จำนวนครั้ง 
162 สิ้นสุด 3  189 รา 1 

163 อ้วก 3  190 ร้อนหน้า 1 

164 เถียง 3  191 ล่มจม 1 
165 แผล 3  192 สงคราม 1 

166 โจร 3  193 สวะ 1 
167 ไขว้เขว 3  194 สังหาร 1 

168 กดดัน 2  195 สาปส่ง 1 

169 กั้น 2  196 สาหัส 1 
170 งามไส้ 2  197 ส่วย 1 

171 มหาโหด 2  198 หัวแข็ง 1 

172 ลัก 2  199 อัคคีภัย 1 
173 สิ้นเปลือง 2  200 เกเร 1 

174 สูญสิ้น 2  201 เคลือบแคลงใจ 1 
175 เจ็บป่วย 2  202 เฉี่ยวชน 1 

176 เพ้ียน 2  203 เน่า 1 

177 ใจหาย 2  204 เลื่อมล้ำ 1 
178 ขาดหวัง 1  205 เอะอะ 1 

179 ฆ่าตกรรม 1  206 เอะอะกวนใจ 1 

180 ปักใจ 1  207 แย้ง 1 
181 ปัจเจก 1  208 แฮก 1 

182 ปาราสิต 1  209 โจรกรรม 1 

183 พะวง 1     
184 ภัยฉุกเฉิน 1     

185 มหาแพง 1     
186 ยากจน 1     

187 ยากลำบาก 1     

188 ยาบ้า 1     
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ประวัติผู้เขีย น 
 

ประวัติผู้เขียน 
 

ชื่อ นายฤทธิ์ศักดิ์  บุปผาทวีศักดิ์ 
วันเกิด 29 พฤษภาคม 2536 
สถานที่เกิด จังหวัดขอนแก่น 
สถานที่อยู่ปัจจุบัน 282/1 ม.11 บ.หนองโดน ต.หนองไผ่ อ.ชุมแพ จ.ขอนแก่น 40130  

โทร. 092-8242294 
ตำแหน่งหน้าที่การงาน เจ้าหน้าที่ระบบงานคอมพิวเตอร์ 
สถานที่ทำงานปัจจุบัน สำนักงานขนส่งจังหวัดขอนแก่น 
ประวัติการศึกษา 2556 - ปวส. สาขาเทคโนโลยีสารสนเทศ วิทยาลัยอาชีวศึกษาขอนแก่น  

2559 - วท.บ. สาขาเทคโนโลยีสารสนเทศ คณะวิทยาการสารสนเทศ 
มหาวิทยาลัยมหาสารคาม  
ปัจจุบัน - กำลังศึกษา วท.ม. สาขาเทคโนโลยีสารสนเทศ คณะวิทยาการ
สารสนเทศ มหาวิทยาลัยมหาสารคาม 

ทุนวิจัย - 
ผลงานวิจัย ระบบจัดตารางสอนอัตโนมัติของวิทยาลัยอาชีวศึกษาขอนแก่น  

Automatic Classroom Timetable Management System of Khon 
Kaen Vocational College   
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