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ABSTRACT

The objective of this research is to identify the sentiments expressed by
junior high school students at the sentence-level based sentiment analysis on three
aspects: the instructor, the lesson, and the learning environment. This study has
utilized the supervised learning method. The first dataset is gathered in sentence
format, with each aspect represented. Linguistic specialists then choose the
fundamental words within each aspect to serve as the target words for learning.
Word2Vec’s Skip Gram algorithm is utilized to generate a corpus of words from each
aspect. The instructor aspect consisted of 43 words, the lesson aspect consisted of
37 words, and the learning environment aspect consisted of 28 words. The second
dataset of student reviews was subsequently utilized to construct a model for
classifying the sentiments of the reviews into two distinct groups: positive and
negative classes. This sentiment classifier model was developed by using a corpus of
words obtained from the first dataset, which served as features for the modeling
process. This study conducted a comparative analysis of two weighing algorithms,
namely' tf-idf ‘and f-igm. Furthermore, four supervised learning algorithms are
compared. The algorithms used. are k-Nearest Neighbor, Support Vector Machines,
Random Forests, and Multinomial Naive Bayes. After acquiring the sentiment
classification model from the student reviews, it was evaluated using the third
dataset of student reviews. This method involves segmenting sentences with white-
spaces and utilizing Euclidean distance to group each sentence from a student

review into particular aspect groups. The first dataset’s word corpus was employed



for defining sentences into relevant groups. Finally, the sentiment classification

model was applied to determine the sentiment polarity of each review's sentence.

Following testing via the reca 1, and accuracy, It was discovered that
the random forest a 0 n weighting produced the most

l

impressive res
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AzlUAN 5 uAThTereg Aaounnludsgnirenaarlinseuaqulunng nsdl Mduaay
foIMsvzoAUAAvTeduAIIgNAY faugnénfienaarludeunansauddnifeaty
aumwauuﬁ] lﬂumuauﬂ 19 Tu Blog, Twitter %39 Facebook VDIAU Imsmwman
waiuenaeluyuesiiivesdudmosauvienalifs FamniianudEnmdiduan
fiansen Aermezanunsadinusuueduaivasmueald
dagrumaluladdunisiesssianudan Buduniunumidusgisnnlunatess
99ANs TagsRafingadotnIsnmeuns nsinen wagnasliuinisdrunisuwng lne
walulagnunsiassiauiantagnsiudililussuy commercial - website %39
Customer: Relationship "Management (CRM) wasusiazussuvsaesdng ielidiese
N33ATIENATNIANVBIgNAIMEER LTSNS At udnsunlymieeesansa

£
v a

NTIATIEAANUSANANSaUULA 3 Sgau [9] il

(1) nMshAsIzinNianseduLenas (Document Level Analysis) 10y
nsiassidenuuansaudadiulusuuneu esndunsiideaiuuansainy
Aniursunanenasiasy wendaanuAamiudutauin vau wieidunais



Sentiment Analyzer

JUN 2.1 uanumeun siAsIziauianseAuenats (Document Level Analysis)

(2) n15msIziAusdnseAuUselen (Sentence  Level  Analysis) vlu
MFIATIERdanMuLaninuAaiu Tnsuendearufidutonnuansmnudniusenun
ndoruidudefiaiddusysuiiudsdlon udhunuendanndaiududiuin saau
saidunans

Sentence 1

P o

V)
)
4

Sentence 2

Sentence 3

Sentence 4 S -
N entiment

Q Summary

Sentiment Analyzer

JUT 2.2 UanstunaunisanseianuianseauUselen (Sentence Level Analysis)

(3) MyBnTzianNianseAuAnanYaY (Aspect/Feature Level Analysis) 1Uu
A53AsIERToRINLAR IR uANIY TnstenqudnvusTiaulanTeiideignuana
auAaiugeninfou uddshuutdaarmudndiuduiaun fav viedunans uas
thandanguidnfufifianumnemioutuluisasgadnvas Jeszuvaziasesidenin
nanseuAnilussiuansnuuy wdnideyaiilinyszinanauasianaadnsalildany
inlalddneiu

Sentiment
Summary

Identifying
Features/Aspects

>

JUN 2.3 UanslunaunTIATIeRANLIaNsEAUAMENYlY
(Aspect/Feature Level Analysis)



2.2 nsaun1saniinauniluvasnisiiuunaduian (Generic Method of Sentiment
Classification)

ATas1sluaLNeN1TIIkUNLNE1TU9AM (Text  Classifier  Modelling) A9
NSWSEUNE1TUDAN MSUUENATTHaE NSIRIMTNAY N15EeNTIIBS kaN1SLSEuIHI
FuuneNaTvenINd

Text Classifier Modelling

Text Text Representation and

— — g — AL —p Feature Selection
N~———— Pre-processing Term Weighting

e |

Training Set O 4 Q
xt s

Learning of text

Classifier Models

Data i
~—— | Separation |

Text Text Classifier Testing and Modelling
Corpus

]

]
>

2 |
HI
|

JUN 2.4 nsaumsaL v udmiun1sdnwunenalsveny

nsUszidulueaiiieduunienalsdeninu (Text  Classifier Evaluation) fe
n1sinUseansanluea tienadeudnluaafiaiistuiniainugnaesinndesiiivdlad
Usgansnnlumsdwunnguvisenaavesteyavie ilazitavinsiussuiis uiulunayile

' [
A v

AU AU ULALA NISLATENBNAISTDAIIL N1THNULDNAITLALNITIAUINLNAT kAL
M3AMRENILIDT NadnslMend139enNuARtug Y ULYeILUUTIR0IUT TINARskEAS
lenanskaziliaesvetenats antwihlunede vitluealaelddeyayanaaeursetayayn

o [ a‘d‘ a a a d' = d'a a
751980V WAz INaansNbabuustliuuseansnin vasasiiandeuldlunisuseiiiu
UsgANSAINUBILULAALNDNISIILUNLDNANTUDAIN bakA A1AUSEaN (Recal) A1
wiiug (Precision) A F-measure: F1 %38 F-score wagA1AMgnaed (Accuracy)



2.2.1 N5M3EULENANSTaANY (Text Pre-processing)

NAIEULNE1ITRAINN FiD TuneauvesnIsieuenalstendlviegly
sUsuUmInza neuaggninluadslueaienisdnunienastoniny

ﬁ(l

Training Set

- - -
: ATSARAAT ATFRRATER
— =
(Word Seementation) Stop=word Removal)

1

(©

Test Set

JUN 2.5 AMTINTRITURBUNITIASEUONATTRAIN

2.2.1.1 n13anaA1 (Word Segmentation)

MsdeA [10] e nsuenUselealuenaseenidudiugany s
ATILTANEYNATY 138090 “A1 (Word)” Bsn1sideninaiielunisdadituasiuegiuniui
Tiluenansiidaanissuundoniiu 1wy duenansteninuiduniwdngy agsiinisuen
Uselemandnase Mdusadu (Word Delimiter) U ip3osmsned@Asd () vieunain ()
3898010 () %39 ¥99319581319A1 (White  Space) widndunwdug 1wy 1wy
awgUu Miemwilne aghiaunsolimaianisfniuuunwdngsls osanaiw
mmﬁfhiﬁé’ﬁyé’ﬂwaiﬁmmwaustuawi’wﬁez'j’mLf\]uLLazﬁgﬂLLUUﬂﬁL%auﬁé’aé’ﬂﬁuiz%L?EN
Ansiafiu 39N IALINABNTTIE UV ULINTBIAT

nszuaunslunsiamawiveduszreudedudon imsen1sideu
Foruatwilng ffnuvaznsdeuseaidestuisslsalnglifindemaneissaneu us
Turisedefionaasiimsuusssaneuting Wedunisuusmenusdlonnsoaamedosig dau
JdldmadaRefufunsdadiuunindngulild Resinnadeuniouansussloalu
awilng arlddipIosmunsuanivoulenaes “A1” uie “Uselea” idaaumiou
awdange e nawmailaglsy

Trssaseusgloaluniuwilne Wunsideudesnusefidosetuauau
Uselorlnelaifdadnuaiveanisuendfidniau (No Explicit Word Boundary) lagguuwuy
mMs@eulunmwineasiidnunedegui 2.6



Upper vowel Tone
v
= = (] +— <Upper level>
AIBTUNYLUDNINUINAG —visaeever> - ()
Lower vowel ——Y % ——<Lower level>
Front vowel Rear vowel

JUN 2.6 sULuUEnwaizn1s@eulunwing

22.1.1.1 msdiaddhgnanynsukuidendiemiign (Dictionary-based
Word Segmentation with Longest Matching)
iengmesusnuszanldusunanunsilunisding ftumeudsd
(1) orutemuINEnasiINiazUszlen
2) orulsgluanngielu
1. 81udnuszaungdnustlneuaziisufunauiynsullizose
UNINZINU “AN7 LIAZNU “AN” LAY BAlEIUSNUTTULA LB
funaumynsunely wevn “milodign”
2. mneluiFes udalinu “d laq Ansenumauiynsaas
Wifloundu (Backtrack) WS aiunusiinudineuntin udadn
“f1” ugenun
3. guflunsamuneudl 1 - 2 fulstloniivde
(3) suflumsnuduneuit 2 suninsmaaderuluendans

2.2.1.1.2_a1sfafsenauynsiwuuiidend1iiuaniige (Dictionary-
based Word Segmentation with Maximal Matching)

nsARATENa LN S UUTLE s A Tidandsaxniga griiunldiile
uityynsindamlnesmgnauyasuLuudendiierdige ﬂ’m%anﬁflanmﬂﬁqm&y’um
pfsusniiny eravilildnadnsuasnisdadifanats Wy “wanwns” fanununedn
“fasaarie ilevhmsdaddenauynsuuuudendiiienianazindild 2 /1 Aed1in
“wan” way “U18” %ﬂummLﬂua%qLLé’aﬂ'gia}z@fﬂﬁﬂé’ﬁﬁ'] “INT “an” ay “918” ey
Aitadulalulselon “man” dudenldnisindimenautunsunuuidendiiionian oy
ansadadile 2 wuu Ae 1aA191 “an” war A1 “w”, “an” WewSeudlsuainue
YOIRLAINUTT 197 “Wvan” FAue1nnnIIdiin “wm”, “an” nadwsilasadufii
“inan” ?z’fﬂLﬂuﬂiziaﬂﬁlﬂgﬂﬁmmqmmmm‘wms Uszlen “wa1vne” azanansadnd 1
Juldlalu 2 3Uuuu fie



sULUUT 1: aglddndn “ian”uay “¥e”
sULUUT 2: agladndn “w”, “a1”, uay “vne”

waruadsdamiudn madaslutisszlonagldsuuuunsdndfiunnsnediu us
wuhfiuddidalsiviy Seihliendensdnauladimsidenguuuumsdamuuulady
sUuUTignAey it lusslen “d1e¥asauan” annsadadld sUnuudsil
gﬂLLU‘Uﬁ 1: agleAnan “¥197, “I0”, “50U” way “en’
sUuuuil 2: 9lddin “819”, “30”, “50” way “uen”
nndyvniinudangn Jeldinsusuusaimunlaglidaneiiunsussyndisnis
wuvazlun (Greedy Algorithm) L1138 ﬁauaﬂmﬂmie?fmﬁ’mﬂgULLUUﬁwﬁaamﬂé’aqmﬂ
flaaud Sudendiflenitandnde fafumnldsanasfumsiamenauynsuuuudiden
Milaonndosuniigaildunisuiudss mndsslen “91e¥a souan” agldnnsdadinnm
sULuUil 1 (“6h9”, “In”, “seu” uag “an”) Judumsdadiigndesdmsuuselen “drata
sauan”

2.2.1.2 n13fnAmiEA (Stop-word Removal)

nsdadvgn [11] Ae nsvvaunisdadviedydnualinuussunnluenans
uidwidednydnunimdniulilddmadomsinnguenans fdudernssneanud vl
Tamnuluenansiug Wasuly Frogudiiludven 1wy dynumadusiu dmassnun
Dusiu

AUNAR1IN A1 “du”, “penn”, “lU”. “8” uay “@” Wurmgaluntelng
G’Tﬂﬁ?ummmemﬁaasj'mmsﬁmﬁmqmﬁgﬂmaﬂmimmlmsié’@fmamiu 5197 2.1

137199 2.1 fiaegramsdnmvenlun1eing

Useluasiuady UszloAniunISAnAY ANEIRARIEN

guenlUBsumpUNImes | &Y/ 9810/ b/ Bu/ ABNNLLRES 58U, ADUNILIBS

WMeIFrENSLNIINAa0INaYN | IeIAans/ 1/ N1/ naay/ 9/ aun | Inereans, N1, Neass, aun

2.2.2 NMSUNULENEN5TDANY (Text Representation)

MsunuLenansteml fie nsuansdenuiliilassaiadoyalvoeluguuuy
fldesionsUsvanana esaneoufinmesliainsaSeu uazsuunmnavyvosenansi
Hunwsssunldlaenss JadosuvanenansliegluguuvuineuimesanunsaFeusls
TnedumeutiZondn nmsvindad (Indexing) [12] Wipadrsshunuiiomveaenans (Document
Representation)  dwmSuldlunsyuiunisiseul nguszasdvasnisainnvil A
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nsfwamafsan i dudinudnvuzaesenals wieeivzsenladinismaninin
(Term Weighting)

W, W, Wy w,
D, Wi Wi, Wik Wi,
D, W W, Wi W,
Ds Wi Wi, Wi Wi,
Dy Wiy Wiz Wi Wy,

'gﬂ‘ﬁ 2.7 Bag of Words

n1sasedvillaenalundeuldiu awisuainnisadianmesfuuenans
PNTULATUASNTVRINGUNETTLIINNIAWESIONATVIIVHALUNGY BelEITrAudves
o o a v o & 3 o Y o a U o A |a =3 =
AusngluenansiniunisinAmtuaimin srdlaiunisdaidusinmn fagd
A1ANRNN Feazdaalvlariminifiargannaiy Wedtuneutiaglasuwuunidnyuy
YINTUAAIANHFUTUTT2I9A1 (Words: W) Laglena15a15vanaa (Documents: D) 778

s A & o Avvd v ! o o A Y o

Nwed 2 16 Faraladudasinunisvidytuaznsindmen (Stop-words) eanluuay
lenasvavaeeglugUuuy Vector Space Model %3aun9A3asengUluUlin Bag of Words
Inganunsawandlanaguin 2.7

luuidesvuuuraanisunuengd1sdonuilasualnute A wuuiiaes
U398ninas (Vector Space Model: VSM) - waz VSM  agimualmenaisudazadu
Wiguailiounwesvediliaes (Features) tngnvuinvadaniaosasustiudnuiuyesiliaes
Mnngegluienansatuiy uardmnaadnuuseilesvetanaistenuifeyldidu
“fn” ehemniiisndadeusenlasiaiiauy VSM 937 “qudn (Bag-of-Words: BOW)” uanTas
MigeA1 waz VSM- Zeaunanseiunde lulgsauueswesnsunuienaisieninuiufe
padndulassaienledaiu A1 vse “weu (Term)” a@mnsnanalaainenaisdeninulag
14ifin191389898UA1 (Unordered List of Words) UazUsiAannasaumeadus 1wy sinveen
(Part of Speech: POS) 1A53@314 (Syntax) ¥150A1U%N1E (Semantics) wiluadruves VSM A
& oV va a a T N H o o - 5 % 9 v
AogeAladnsLivaIsamnaANL on 31 “Uwiind (Term- Weight)” 1inluiy wenainazly
vSM- Tumisunudeyatenanstendny VsM dwunsaldlunsunudeyalszianaug lame

1 ¥ 4 s G4 a e . [ Y

Wi Toyann (Image) visetoyalulasensisd vosmaue (DNA Microarray) Lusi

anuAdlionansteniny 2 tenans laun

D1: FusennlUiteuneuitiines
D2: Fngenansinsnnaseiayn
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WIBHIUNITIASYULBNETTBAINUAIYTUADUVDINITAAATLAILDNENTIUNAH
anansauanslugliuuvesamlanmsng 2.2

AN 2.2 AIBEINNISLAUBNANSTDAINUAIY BOW

ey ey ey
@ = &= .
g & = = a3 @ - <,
= = & W & & - % Class
% g = =
(cw (e (cw
D1 1 0 1 0 0 0 0 YES
D2 0 1 0 0 1 1 0 1 YES

Tup13197 2.2 @1 0 ey Anliusng (Absence) Tuenans luvaueiian 1
nefeANUIINg (Presence) Tutanansiiuies

2.2.3 pshiwiind (Term Weighting)

2.2.3.1 nslimiind (Term Weighting)

nslidming [13] - fe nastavunAiminlisu “f” iieuanddifiudn
lenansviedennuvesdiusngluenarsvielundazaaraiiiodifganntesiiods wans
Thihudemuduiuissrnaenasuazderuldunntu doufiseglfimdniuazaunse
thtulUieszdimauale rewlastenuenarsiviegluguuuuves Vector Space
Model (VSM) %38 Bag-of-Word: BOW- Ay msltmiineiinaeisel

mﬂﬁﬁmﬁﬂﬁmwiﬁiﬁﬁaau (Unsupervised Term Weighting) [14] Ao n151H
difneesiinieluenansnaunlagliifinsutsnaraonariliss@ns nmlunissuun
foanuanas n1slidmdnd Lo lifdaoufivats suuuy Wy nslidmdnuuufinnsan
AuAveIAY (Term  Frequency: thuag A31ufivesd - A1aNdlenaIsuniY (Term
Frequency = Inverse Document Frequency: tf-idf)

mﬂﬁﬁmﬁﬂﬁmwﬁﬁaau (Supervised . Term  Weighting) [15] azla@1%5u
onatsyailnufiefulamatinuesdn nskidvdnsruuuiifaouivaisguuuy L
AYLATEIAT = F1raTusIliua WA (Term  Frequency-Inverse Gravity - Moment:
tf-igm)

(%

iegdlunfagauyflienasiluenas aawilne 4 atu Al

D1: dupenluisyuneunines
D2: Fnenmansimsvaassiiayn
D3: dulsiogniSeundlpmans
D4: 390797 e nie
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NV 4 18na15 LHHIUTUABUNITAAAINEA NTAALRBNAIAIENIUIYATY
aasouanslafnisem 2.3

P399 2.3 wanaAnd1Alan1end InsandendAIfenauIYN Ty

Usluaduatiy Usgleaiiniunvad AYVIIRAA YR
guagnlUBeunauiowes | 2w/ o0/ LU/ 1381/ Aauianes YU, ADUNILADS
'3mmmam§ﬁmﬁwmamﬁaqﬂ nenenans/ I/ M/ neaey 9/ aun | Inenmans, N3, NAaed, dun
gulspenniSeunminians fu/ 13/ 9810/ Bew/ adlndans 4, Soy, Adlndans
Sawiveunde 3957/ mwlngy/ dnde 391/ awlng/ dnde

WHolANAANEAINITIE 2.3 AIWITARAAIAUAUNUS TENINS “ANdAY” Lag
“vonans” Tuguuuuwes VSM nie BOW tas POS  wansmanaiiilu Positive  uae NEG
wansnatanidu NEGATIVE

o w

A15197 2.0 LEAAIANUEUNUSTENINAANAULALLONENS

o

e o oy

S @ © = g ®

= = @ _ < -

S| E| s R|E| E| 2| &|& |2 | B s

5 £ < - = c =

« a§ &
D1 1 0 0 1 0 0 0 0 0 0 0 POS
D2 0 1 0 0 s s 0 1 0 0 0 POS
D3 0 0 1 1 0 0 1 0 0 0 0 NEG
D4 0 0 0 0 0 0 0 0 1 1 1 NEG

2.2.3.2 msliuwmiindauuulisigaeu (Unsupervised Term Weighting) 113
Trdwinauuulisidaau

22321 Whwinkuy Term Frequency: tf
nsttmiwuU tf [13] e tfilupnaivesdiviieg finuluusazienans
Iuﬁﬁﬂﬁﬂﬁﬂ]ﬂﬂHMﬂﬂiﬁL%ﬂﬂ’iﬁ ﬁﬁmmaﬁamatwuaaﬂﬁﬁm (Logarithmic- scale frequency)
Tufle

tf(t,d) = log(1+f.q) 2.1)

1989 tf(t,d) B80S IUIUATIANU ¢ TUlenas d

2.2.3.2.2 TAUMUNUUY tf — idf

ALY ¢f — idf Judsnisadiediunuenarsluguuuuves
L’;ﬂLma%Lﬁa‘LﬂumﬁmﬂdmaqLaﬂmﬂﬁmqﬁ’wmwyjﬁgﬂﬁmuﬂﬁ [14] Tae ¢f Dunism
advesrmile finuluwdazienans way idf fne slobal weisht Mdun1smdrunduves
auawesiluenans wsefisuniissuuiminauienansuandu damldainaunisd 2
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idf = logN/df (2.2)

(%
Y

a9 N Ao uiuend@snavunluads wag df Aeduiulenansndae tu
Usingee

tf —idf = tf x idf (2.3)

Jnaunsianarndudsnnsmmununmediiat U fuf uasaumead
Hunguvesanas de3stidunsliiminegshoudfldsuniseensuindussansami
WnalafunsInnguenans

mﬂeﬁa%asﬁwﬁu%Lﬁu’j’]ﬁmﬂaﬁﬁgwm 4 1on@ns Wewunauiaman
dtingneauns of — idf avanansoudnsuneldsad fe

Fupoud 1 : e of Aduarudvesdusazdogluenansiug Tmuiads
Sumoud 2 : e idf ﬁamsmmmuﬂé’waaLwiazﬁﬂul,aﬂmiﬁ?uq
ANSAIUIUNAN idf I lalaeldaunns idf = logN/df Lag N @8
Sunuenasimualundsionans uag df Aesiuauonansiidieiiug Us1nged uagauise
funnnan idf Iassilufidasls v = 4

12 [ -log(s/1) = 0.602
2] — ~log(+/1) = 0.602
LA omant -log(s/1) = 0.602
id s =log(+/2) = 0.301
idf,, =log(s/1) - 0602
idf om0 =log(s/1) = 0.602
idfy, ~log(s/1) = 0.602
idf,,, =log(s/1) = 0602
tdfs, =log(e/1) = 0.602
Ldf e -log(+/1) = 0.602
12) SN ~log(+/1) =0.602

Funeudl 3 MsEuIMmIA tf — idf
Tuduneuiiszdunisiiend ¢f ﬁié’@mrﬁ’ﬁum idf wu lulenans
7l 1 fiiwuldun “poufames” uar “Bou” nesumani fusngluenansit 1 e of u
1 wag 1 pwddu Wethumen of — idf avldnadng dasolud
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tIdlf “npmiinpes® b1 =1 x0.602 = 0.602
tidf g o1 = 1x0.301 = 0.301
tIClf “3pemans® D2 = 1 x0.602 = 0.602
tfoiclf s b = 1x0.602 = 0.602
t-Idlf ypagen b2 = 1 x 0.602 = 0.602
tIQf “piipgimi 03 = 1x0.602 = 0.602
tdlf 42 o3 =1x0.301 = 0.301
teidlf <1 3 = 1x0.301 = 0.301
tICf 57 pa = 1x0.602 = 0.602
HEICHf < mrlye. 4 = 1x0.602 = 0.602
HRIC “ojriy pa = 1x0.602 = 0.602

FALUNANITANWINIAT tf — idf VBIATlULAALLENET J9aaNsaLanalafanis1ad 2.5

A15197 2.5 LEALONENSNNIUNSIAUIMENAIY tf — idf

o oy oo

g T & - g ®

— pm @ _ -

P 2 = B c =

@ = [

@ ((ad [cw
D1 | 0.602 0 0 0.301 0 0 0 0 0 0 0 POS
D2 0 0.602 0 0 0.602 | 0.602 0 0.602 0 0 0 POS
D3 0 0 0.602 | 0.301 0 0 0.602 0 0 0 0 NEG
D4 0 0 0 0 0 0 0 0 0.602 | 0.602 | 0.602 NEG

2.2.3.2.3 TAIMREALLL tf — igm

n1sbmiminiuy tf — igm ARISANTASIeAILNUIBNaTTluFULUURS
ANUDURIAT-dIUNGUTDIT LA s Shaas [15] Wiatdunsiaanidnuesdn Aersng
Minsnszagsymaaaalidhiaue Wulufnnaaienviwanies “Tuausnusdiings
(Gravity Moment: GM)” Tun1sW@nd @9aun15ve9 igm @nunsananslanadl
fil

igm(t) = & ——
r=firx .

dl' A o Ao = a o o v
o f;, ARINUIUIBIENEISTIAT ¢; Tupanan r — th laaisesarsuatnunnluniey
WA fi, ADIIWIUANATDIAT ¢ IUsIngluaaia
o 1 96’ Y] a Y 14 I o a L4
NIATUIUANUINUNLUY tf — igm agdnslaaanusuauan ) Luaduussdnsy
U5ula (Adjustable Coefficient) lngvialuen A aggnivualin 7.0 wmssluauidenanes
aulinnuAaiuinduafimvunzauiian (Chen et al, 2016) usnanil A §aaunse

MvuAliegeningen 5.0 83 9.0 U3 tf — igm a@nunsauanslansil
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Wer—igm(ty) = tf(t,d;) x (1+ 2 x igm(t)) (2.5)
Wie tf (t,d;) AoAUAURIAT ¢ Inululenans d;

Wiare ef—igm(ty) = SATE_tf(t; d;) x (1 + A x igm(t,))

fu (2.7)
Dtotal (ti_max)>

Z;”zfirx r + long,, ( 7.

igmimp (ti) =

AT 2.5 wagaunsi 5 envunal 1 =7.0 aza1N1safuIuaA1ntnYes
A1 “AMAFANERS” P8 tf — igm bAFRBEIRB LU

Wef—igm(tenpmes) = tf (Ed7) X (1 + 2 X igm(t;))

fi
Wef—igm(topm) = tf (t0d)) X <1 tAXSR

r=fir

1
Wer_i N =1 X + 7.0 X —m———
tf —igm(t=gpmms) ! (1 L0 Gx1)x (X 2))

Wtf_igm(t:“mﬁﬂma@%“) =3

2.2.4 Word2Vec

Word2vec [16] #io Tusna Word  Embedding  #ifin1sudas “fn” 1y
“fav” Fadunddluslunsaieandnvazain “f” Buis lagagyinisanuuin vector
space a4 lag Word2Vec simunlaefintinidess Google Wlag Tomas Mikolov WulAnves
Word2Vec fifionisians “f1” Teglusuves “vector” Ald38makiuaaiaveaddusg
91N context 50U7 AtiuAe wuiztuusasAAnTundey target word inds usisrazeh
nsasasas LN (Classifier) Wilovunedn “A1” fifdsfinnsailu context word 4 flona
Anlnde fu target word vield wnu lumnudussuds werldidaulasmusuneiinsen
5B IR IN1598L91A11MTN U3 Weight fldarnnisadisdasinunundu
Word Embedding

Word2Vec Usenousienuifanan 2 wuian fe (1) mumunevessands
ﬁ?uawmmmgm/‘hmalé’mﬂu'%umaqﬁwﬁagﬁau%q uay (2) Aflegseuinsvesiniled
mf\]mmiagﬂﬁﬂmaléfmﬂﬁﬂﬁwﬁuwiuﬁu LLazLLmﬁmﬁgqamﬁQﬂﬂﬂUa%NLgﬂum%a:ﬁwé’ﬂlu
Word2Vec g Continuous Bag of Words (CBOW) wag Skip-gram s sa 6y

2.2.4.1 Tuea Continuous Bag of Words (CBOW)
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Tunsldanlaea cBow [17] th fldaedonhnsaiaadotwanesuuuiiy
(Shallow Neural Network) Tnsagldianinesuasd (Word Vector) ilusudunn (Input
Layer) Feazdeudadnfududeu (Hidden Layer) 371U 1 $u Tnefsranuisarmuasiuay
Tnusluduilldmusionis uilagiluuds ualudugoumsedisnutiosniiduiuda
vosnimeifdutudunm uazinsredigiuoiing (Output Layer) fifis uiufifvindy
Fuune a1ndudsitnisiiousluing (Training Tugduuyvesnissiuunioya

(Classification)

Input layer Hidden layer Output layer
xF 6 h - 6}";
; Xz [0 0|2
= < L% ]
U7 28 o ol v; fegneluing
CBOW i@ : > > : wenluusun
fisn; % |0 O|¥;
o Weaming) Wia=wyd |,
X0 OJ[
Hc /i A At 5~ 4 SNt At 101 AaooeA D A~/
T ILLPJ UISUULU-SU <17 LIIS DUTU T U7 vVVoTOZ VO

dnsuusazdlutsloaiodemiufiasiinseiiu ludunouresnisGeous
lunaazienimesvesdrdiogseus “Aiddsiansan’ luszeeviovuiavesuiun
(Context  Size) fitmumunlfiudunmdmiunisinissuundaya anduarldianimes
Y94 “Afif1deiiansn” %aﬁs‘f%mmaﬁmaﬂmq (Center Word) vasu3un ulmung
Tunsviwtenadnsluduiondne eguit 28 wansguuuuvesn1siutediiogseus
“Fitmdafiansan” Mvhmihiidudinsanans

Y

a4 geu |8u] wmisda un

o v Aa

JUN 2.9 fregfiudaegiuuuveinsvihuneganfiegseus “Anfaanansan”
nvimthidurmsanang
7w https://bigdata.go.th/big-data-101/word2vec/


https://bigdata.go.th/big-data-101/word2vec/
https://bigdata.go.th/big-data-101/word2vec/
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2.2.4.2 Tuea Skip-gram

Tauwna Skip-gram [18] agdimsasanietoaueuuiumilousuildalu
luwna CBOW Tnedudunauagiuiawwnazdvuiaviniy uagidudeusiuon 1 tu
WuReafufinandlugui 2.8

win15tSusvadluea Skip-gram Huazinernnnsliea CBOW szazlyl
1 vnnesuesriaieg luvdunvesdudagdifienisiuiedsangns uwiliaa Skip-gram
Fonldmuieq lunsiuiedmndifiogluuiunvosiiduun (guuvunisiesures
Skip-gram  gleluguil 29) Fwilinisfiansandiazuansnsain CBOW wufio “Ar” lu
UiviaﬂmasuammwmmwmSﬁmuu nsseuslunaves Skip- -gram 1A8N1TULDIINLADS
vesiflarinnsanuldilufnsinats 939 Center Word anntuasiunensnsyanedanis
AuL1azidu (Probability  Distribution) vosm i dululdiurasifuusunvesmiidds

N80
AN

1 g9y 8] wisda un

sUf1 2.10 fhegraiiiansgukuuzuluuNhauves Skip-gram
w1 https://bigdata.go.th/big-data-101/word2vec/

2.2.5 luean1s3nuunAu3an (Sentiment Classifier Model)

w§191nTld I euienalsdonny n1sviianuazenend@lsteniny 15
Tnduluadu nasdindmen wagldgem fiussy “f1 Snslihminuasshmsdadendiioy
Hugnudnuuefivmnzaudsuiosid fanhgeiiudigiunouranisussnaonaiioais
fuvudmsuldlunisnissunienarstenaniuuusalulf WieSondus 31 “fsuun
LONEISTOAIY (Text. Classifier)” SanesTuildasraiaswunonansiu asdiudanes i
mmauiﬁuaqLmauwwwaau (Supervised ‘Machine Learmng Algorithm) sanlisu
ALY U’m’lﬂ’ﬁ"’&ﬂ@ﬂ‘ljl,waﬂ’ﬁa‘i']\‘m’m’lLLUﬂLE]ﬂa’l?Uaﬂ’J’mumJMa']EJWJ LU NYUIBNLUE
(Multinomial Naive Bayes: MNB) mumamﬁmaumu’tﬂawqm (K-Nearest Neighbor: K-NN)
FNNOTALINLADTUUBTU (Support Vector Machines: SVM) Ungu (Random Forest: RF) uae
K Fold 1Jusu


https://bigdata.go.th/big-data-101/word2vec/
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2.2.5.1 Tlaaan1s9uunauian (Sentiment Classifier Model)

¥

Tunsdruunienansdnazlddanasiunyuidniug [19] lnedinugiu
LUIARINNNG B vesLUd (Bayes’ Therem) fiazdndoyalugunuuninines auuafiivun
LnmeivenenaTegluguiuy dy = twyl, wy2, ..., wyn} tufie Lanmeirenends d lu

S (% [ v LY = ! <
Aad y lagdaudnuiy wituiu n s Aalulzllguaunisvesauinasiluves w Ty

nans d Milinaeang y

dy; = P(x:y) (2.8)
d, \Junsussanargegase Likelihood udeuaumslde
N N, +a
dy= L — 2.9
Y Ny +a, (2.9)
Ny; = wi (2.10)
X€ET
Naunsi (2.10) Wudwauenudivesi w il i feglunand y
ir)
Ny = Z Ny; (2.11)
1=

Nnaun1sh (2.11) Wusaud w ismuslunaia y

= [y 1 1 [ = I =% a 1 v

Watosduararuutazdulianduy 0 8n15020A7 « LWrunluannis
1A8AT o« MUANLNLNIUUAZEAININNTT O 138n35n15811 Laplace Smooting  §1%11AT «
fA11e8n31 0 9l38n31 Lidstone  Smoothing  laavialusinagleiSnisiuu Laplace

Smooting
Tun15a519879LUMBNENT @U5ALEAITUABUTUNISATIIFIILUNLDNENS
Iomatl

YunDUN 1: mﬂ'gmﬁwzlﬂumamma

,.( ) NC
P(c) =
Ndoc

(2.12)

NFNNTN (2.12) N, Ao T1uatlenalsiunald c Niluaaaengdls way
Nyoe AIB DU LBNETTUALLASLONETS

& a 1 & « O 3 1 (3 =] &
YUNDUN 2: UIANUUILLTUVDY “AN” LAREAT VlU'ﬁ'lﬂJ;]sLUﬂﬁ'lﬂuu"']

count(w;, c) +1

P(wilc) = Y e (count(w;, ¢) + 1)

(2.13)
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wioe1vazldauns (2.14) ¥ Aevwianiedauusmianueilfdunadnuae

count(w;, c) + 1

Piwley= Y vev(count(w;, ) + V) (2.14)

2.2.5.2 %’umau%%lﬁauﬁ'm“lnélﬁmﬁqﬂ (K-nearest Neighbors: KNN)

KNN [20] Suifumadaniisnshidudeunazidilaliieiiganld Tuns
FuunUsziantaya lnenannisvinay fe aldnannisiuSeuiisunnuadigadaiuyes
foyafiaulafudayaduidnnuadendsvioaglndtuteyalamniian k i anduagyiins
snaulat Aneuvesdeyaiiaulatdumsdusnouieatudeyailoglndiian k dadu il k
Fonuivestoyatioglndiudeyaiiaula kNN Sdunoudsd

Jupaudl 1: ivupan k Balaevallazivuabiiluesd wu 3, 5 7
[ Y
waz 9 LU
Jupoudl 2: 11IngNAenIsIUUNINTAMIANNARIEATINTEAINANAY
Toyanmuatugateya laemluazlduinsinssevvinaiion loun ssezgnin (Euclidean

Distance)

distance(d,, d,) = (2.15)

Junoudl 3 3eadrduiagaiuauadtsvioanuunneig lneialdas
Bosdriuaintesliinn szdeyafifiszessinafudaien uansiiinmndendeiuinn

Fumeud 4: farsadnouaindiuiunatavesdmauiifuniigalu « &
gNOLIUIN MINHITUNVBYAUUU 2 AaTdRD Aad a Lagaald b 1aefiansanamn k = 5
fmaludnniuAneuves unknown data 9110 5 Amay nuiluAnoUTeIAaIE a 31U
3 i uandudinouroseaia b S1uau 2 fa fivgaaaa unknown data fduazgn
farsanlvieglunana b

2253 fnnasnLIAIABSLUYTY (Support Vector Machine : SVM)

svM (211 Huvilsludanessunisisauimeldmsguadilasuanuioy
unitge dndunmssuunyssinnuazymnisannes finsuszendld 2 sunuumeiu Ae
nsdkuntoya (Classification) wagnIsIATIENINITANDLY (Regression) WazMIIN1T1N
svm - unldlunisdnuundeyaazisenit “n1sdwundeyamigdunesniniaes (Support
Vector Classification: SCV)”wagmnldlun1sinsiedinsnnnegasisendt “nMsannseniy
Fnnasananmes (Support Vector Regression: SVR)” 1agnisvneuwes SYM  awi1nis
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Tnsendeyauazdundeya tnun1swildeyaivaennanuaelinas B9zedunannis
YoM IAUsEANSYRsauMTeasnduL e nngudeyangnleuingnssuiunisaeuly
ruusey; lngiiuludadundweniezngudeyalaniign degun 2.11

A

X, O
- O O
O 0 2%
D /Maximum.v
\\ margin
O . O S
X; : Xy

Ul 2.11 fhegnansuennguvestoyaves SYM
w7 https://medium.com/@pradyasin/support-vector-machines-svm-943f9a732a69

SVM  aginiswusgateyasaniupaiaiiiadumlaUasinauszegvevadan (Maximum
. = v P Yo s PN = ] ¢ o
Margin Hyperplane: MMH) #syadagafilnafivlaiesinausinigaenitinnesaduayy

IHULURZgNIMTUARIgALYILaevesnteaLa. Lasilaniseall

[

SVM 1% Hypothesis function WuuLdUASe Tnedann1saai:

he(z) = wixzy + waxs + -+ + + wnan + b

2.16
—wlz+b (2.16)

¥ U o A 1 1 v o 1
slunsiadnsiluuan agvhune Class y 10u 1 dwaiduau viuneindu o
is1asadeudsnsinaulanuseulansnaialagedl:

. [0ifwTz+b <0,
Y7\ tifwlz +b>0 (2.17)

dlelarnvoaduutsmssndule (@ Maximum Marein Hyperplane) lutunausieliazidu
NISNYUALEU Positive Hyperplane wag Negative Hyperplane lngiduiszisaza1une
funefl hB() Wiy -1 a1

mutuvesiledtunisinaula Wiy Norm wes Vector At
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8 m

aehe(®) =3 lwi
= |wq| + |we| + ...+ |w;]
= ||wl],

(2.18)

2.2.5.4 U1gu (Random Forest: RF)

Rabdon Forest (RF) [22, 23] Lﬁué’aﬂa'%%mmiﬁauisuaaLﬂ%ﬂﬁﬁﬁu
og1aunIvae fimunlay Leo Breiman uaz Adele Cutle 33 RF 1fun1ssamtendnmues
wudsnsinaulavanesenisiitelildnadnsifier uay RF Ssfienuanunsalunisdnnisiu
HoynisduunUszianuaznsanaosldiidesannuuudiaoses RF Uszneuseusuianis
dndulavangunuds JamsBudusnenisesunessaneifiuunuisnsfadulalaege wuiinis
dnduladamengammnsueniiifigauiiegesdeyauas Tnemhluudunuisnsinauloasldsy
nsHlinkuSanesfia Classification and Regression Tree (CART) win3n Taeld nsloimedn
M (Term Weighting) \ilelélunisusziiiuamnmaesanisuenls anudsves RF Aeanunsa
Fansivyedeyaiidudounarannislanesila

wiiuwusfansdndulaszidusanedsunisiFeuiuuuifaeuly usf
grafuunlduiiazindayni wu anfazIsRnsanniuly egaslsfny Weunuianis
dnAulavansuudsrniuludanaisusewsaduuudy unuianardagvhunenadwsiuiug)
Bty Tnslamzesnsbadounuiusarunudlifaudiniusiu Gguil 2.12

Decision Tree |
Bagging

Decision Tree Il — Voting — Output

Decision Tree lll

Sampled data set Il

SUN 2.12 1ann1S1N9IUYed RF

Y

fisn; https://www.ibm.com/topics/random-forest


https://www.ibm.com/topics/random-forest
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Nnguil 212 RF Silawesmsnfimesvdnaws vunalvue S1uty
uirs wazdununudnuurduiiogns 41 RF Usgnaumenoalandueunuisnsdadula
uazurazunuiislugnUszneuMmeiiegieteyaifwiainganisilnfidnismaunuidendn
fedsynaunsl (BootstrappingAeinAtianisguiied 1ansaiiivesnisduiiodisvesyn
Foyasonsunudl dwsunisiln wilsluamgniuliidudeganaaou mamﬁamwmamw
lmasﬂuqa (oob) mﬂuumiqmaﬂmamwmmgﬂLmsmmlﬂiumaasmiusifgqq L
anuvatnvangliiuyadeya wavanauduiussEnIuNuRINIIAnauls Mvihungusaz
pdrzunnsafuduegiuussanvestiym Tas RF Saunsdell

n
Gini Index =1~ Z(PL’)Z

(2.19)

[(Py): + ()]

Tngen P, Aeanuuiagiduvesaaaimduuin wazP. Aeanutnaviluvesranaiiuy
au

2.2.5.5 K-Fold Cross Validation

K-Fold-Cross Validation-[24] o 38msildlunisamniAining

APNANAUBIRLUTIa0e (model) Andulag Dunlap K. kazPopper K. R Ing9zi31a1nn156Us

gadoya training set soniludaue W K d@auwing My 1@y 5 dau 10 dau dusden

wiseya 5 dw uladn k=5 Lileaiaasvnaoulina Tunisudsdogausazdiuvzdiosn

9138y (random) Lteflazliitesaiinisnszatewing fu thluaiawagnaaeulanea (train

+ validate) ¥msdumAmnAawanviun K sou lnsusazsoumuindoyn gands

Nnteya K 90 @enssnunieifudayaneasuuagivaedoyasn k-1 aa axgnliidudeya
dmsumasuduaznisfnunuideluadsild Kfold cross validation Tngld K=10

fhagte - firulsdoya k=5 1avaiuagnaaeuluinaiavian 6 50U

IN512MT train seUaRYne Aeseui 6 1519914 all data {1, 2, 3, 4, 5 Wiea¥ns final model

fUAN hyperparameters NAMIGAINNSVIAGBU-5 S8U Fa5UN 2.13
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train

E‘Uﬁ 2.13 5-fold cross-validation
&5U K-Fold Cross Validation

eLy = = § v aal
- TWSsuiisuindeyaynlvuingaluluiea
- TWSsuiisusenihdaealadnluealuusininiuy

anN19UNsInUTEaNSA nvedlunaL U K-Fold Cross Validation
- whidayaiSeudeandu k gawing du
- 1ddeyadiuiinde (k-1 ) tievinisaiisluina
- \Audeyaiuudld 1 ga lesinng Evaluate
- awhehaudeyayndiugniumadey

AMUYNABIVEY Model

k
overall accuracy = Average(z Accuracy) (2.20)
i
i=1

2.2.6 MsiaUszansamlaiaa (Evaluation)
Hutuneunistsadulumaiieldlunisdnnguenaisneuniniluldiuased
Tnoluagldimatiaunsgu (221 M3enin Aieanugndes (Accuracy) msinFiaauszan
(Recall) NMSINANAINUULUGY (Precision) hagAITINAT F-measure
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Actual Values

Positive (1) Negative (0)

Positive (1) TP FP

Negative (0) FN TN

Predicted Values

gil‘ﬁ 2.14 an579 Confusion Matrix
17 https://towardsdatascience.com/understanding-confusion-matrix-a9ad42dcfd62.

“True Positive (TP) fio #lUsNSUYWIET1939 waZAUUENIITUASS

- True Negative (TN) Ao AailUsunsuvinuneithiss wagauuaniiulinds
- False Positive (FP) fia &sfilUsinsuyiunenass unauueniiliase
 False Negative (FN) Ao Asfilusunsuviunednliase udAnueniness

1153RAIAUYNADY (Accuracy) [25] Ao 1ludnsidiuresenalsidangy
lpanenansnmuniiled 1ngaziaA19Inn1sne Confusion matrix  unlglunisAiuiu
PANALTEAN LG

TP +TN

A = .
CUTaCY = TP+ TN + FN + FP (2.21)

[ ! =2 A [ [ ] Y] 1
N19IAAIAINNTEAN (Recall) [25] AB L‘LJ‘L!EJG]?’W&’JU“U@QL@ﬂﬁ’]i‘l/l’*i]fﬂﬂfjll

lpanienarsnmuaiiled 1ngazd1A131nn1999 Confusion  matrix ~ wnlglunsAuin
meAAusEanlacail

R = ——TP
ecall = TP+ FN (2.22)

N15inANAINLIUEY (Precision) [25] e \Tudns1diuvetenalsninngula

LaggNAaY daumieduIuresenaIsninngula

Y

EQgon X (2.23)
recision = o :


https://towardsdatascience.com/understanding-confusion-matrix-a9ad42dcfd62
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ASIAAT  F — measure  LJUNISAINTUIAIANNFURUS TENI19AIAILTEAN

LAZAIAILLUUEN

N Precision X Recall
Precision + Recall (2.24)

F —measure =2

TAEAAN F — measure 9¢0ANTE1I19 0 D9 1 §901%10A1 F TALD1L0E 1 110

wilsftagmnels madanduenanstuiissadnsnmuasdaugnisnniumiby
2.3 uiduiiiieados
Tudaniazifunmamumuanuddesunsiesgianuddnlulammesnsfinw

Feflwasiolud

Tuuideves Ulfa uazanie [26] 133elde19898991u398904 Brenan uag Williams
[27]  ward1u3sTuves Shankararaman wagAny [28] find1l33FRwa (Feedback) 970
fi3suazanunsalilunisuiuussgunmuasnisSeunisaeusasndngmsld daduiinidess
aulanisldusslosiandfsunasnseuiunislunisdinged mfvudilaun Insangdfvy
flagluguuuuves free text Melddmaiuuateida (Open Question) FelinideTasufnyiii
TuanAseiisidestu “analysis of student feedback on online learning using
sentiment analysis” fanteeiitedlanasziinszuiunislunisiwseianuidnedils lny
Sdenuinnunanaluta 6 U svwing e, 2557-2562 fleuddeiiiiendostuiteiiies
12 1309 uazueniunSauiumadalunmslinszianuddnd 2 sUnuuie 3n195eada
(Statistical Technique) wag3sn15idemInumaney (Semantic Technique) Turueiidanesii
ﬂﬁL%EJUiﬂJENLﬂ%Q (Machine Learning) Afeuld leun Naive Bayes, Support Vector
Machine, (SVM), Random Forest, wag Neural Networks disnsitenldlunsinsien
anuddnfilaun msldnsinsieiniuddndiedn (The Lexicon Based Approach) n1sld
NMFIATIERANEENAIeNg (The Rule-based Approach) kagnsldnisinsigiaiusdn
\P9a0# (Statistical Methods)

figaye Wskan wasdsny waws1y [29] nuiinishvasesnisssunisasunigls
faruvatedarildenuasiinaududeu sueraiaanyldkiugiieineaiain
fmsziteya SatuinifeTassendnsgurunisvesnisiinsginuAadiudhmnldly
maleTeiiRuiing SdunsdnuiiiunsinssidfvmesiFouluinedomain
wimisiifidenisieunsaenlusednsingg sewinsdnisfinet 2560 audsUnnsfinw 2561
Tngidunissiusmfsuainuuvdeuaiulatodn LLainUi?m%}aHaﬁﬂa%ﬂﬁﬁgﬂgu 1,577
Foa1 Faanunsoutaduteaulutiuindiuny 1,037  99AY wavdennulutau
$1uam 500 T Aeudunouvesmawieudeyatu donruiaunldinunisyin Text

Cleaning
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doudladifin fr¥ndnusefivay wazdoyad denanulianysal wazdelanizaiag
Mntuihdennuiildidingnszuiunawisadoya Adudienifad (Word Segmentation)
feluritedidonldidnsdnduuumiiousnniian (Maximum  Matching) flauviinas
dadendiiioglfiiunninuae (Feature  Selection) Tufifiansadendfiasldiiy
Audnwnrldiaay 1,562 i aglsiniflesangadoyafilddanuliauna (Imbalanced
Data) fetiufiseFauitiymiieisnsuuunisdudiuiogunguiios (SMOTE) Tusnsrdan
190% aulddeyalunsiaztainiufedaay 1,037 donu 1l 2,074 donnu dwsuld
assFnumssauundeya wWewdsudoyaiiouiesfiintoyaiiunsnsadoyadudig
fupouvesnmaaislunaiiiensinmeianuiinuesSeunndisanuy 2 41 duo wels
wazlsiwelalumsBeunsasy enslsfnalunisaislumaiiieinsziniuidnvesdisou
tfu fATousnnisAnmeenidu 2 sou TglusevusnifunisAnsi@adieuieunisasis
Immat,ﬁaﬁtmwﬁmmﬁﬁﬂﬁaaé’aﬂa%ﬁm 3 6 lewA Decision Tree (DT), Naive Bayes (NB)
way K-Nearest Neighbor (K-NN) dagnslagnagseansiias RapidMiner Studio Education
Ao UUTEANSAINAIMUUMETTNT K - Fold Cross Validation agfiviuaen K i1iu10
lger1minugnsas (Accuracy), A1AINLUUEN (Precision), A1A31u5zan (Recall),
A1 F-measure, t&ulAs ROC (Receiver Operating Characteristic Curve) kag AUC (Area
Under Curve) Tun1siuseutiisulse@nsnm 91nuan1svnassnudl Naive Bayes TANadns
frfignvesAnugniosuazAAmIiugIRET 86.88% way 86.94% mua1y Laziile
finrsandg AUC Anuinlvinadwsaenadesiu dwmsuseuiiaesifidefnundauiouiiio
msaaiiolingiauidnvesgioureisnisuuusiuiudadula (Ensemble Method)
TngAsnsuuuswiusndulanuulme (Voting) agtdunisiansanlmenadwsain 3 luna
Ao DT, NB waz K-NN luvariianiswuusanfusinaulawuuudnia (Bageing) asldsanesiy
NB Tunisadsluea wazdmsuisniswuvusamdudndulauuuiiedy (Random Forest) Aazld
ganesfiy DT lunmsadesuldlutrduainnanisnaaemuinisniskuuiududadulanuy
TnanlinadnsfisfignvesAinitugndesuazA1nuidudigd 89.06% uaz 89.53%
muadU uaziiiefiansanse AUC fnuiliinadwsaenadesiu

TusuAdeves Gottipati hazany [28] WauAniuitennsalidoyaidsdniumlaeg
TudAzunesindnufiguerieludinanin (Qualitative) kazidsUinas (Quantitative)
sionsusuURhuEamaInsruIunIsaeLLandngns Aautnideluinauonsouuuanly
mMsAsIgRAATLanandndnualunmingiolemila Fadunisesutefanisiaun
TnssadrsuaziaTesiiolunsinneidfsannindnw wieuiainisesunsiaaiasiiely
Tusunsuuszgndiianansalflunsimsizsidavaannin@nwle Tnedeyadililunisfnuioy
$IUTIWININTTUUAMTUNMTHaRsAIRALILe N AnwnuueeulatfliFundn FACETS
Hudeyaddvuan 1 ndngnsieglu School FsmsuansauAniiuvestindnwiaziduns
LERIANAALRUAINTITD (Topic  %3B Aspect) AeldA1a3 (Question) Wy ARAvuly
UsziuiesnszuaunsiBeunisasy viseraviludsuiiubosfaeu (Judu
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dufunseunufnveInTingdiavuanaindninufidnivednaue
fidedunnsianudlatiugiu 5 Ussdiufe difiva (Comment) Hu ogluriafe
(Topic %30 Aspect) lnu LLawﬁammﬁluﬁasﬁaﬁummmwmifﬁﬂ (Sentiment) 1Juogsls
Tumdvuiuideiauouusy (Suggestion) Wielal wassiAvuiuiinuduus (Correlation)
AuATLUY (Score) vadAIRsNTBIUNANYINIBlY mﬂmmwﬂawumu 5 Uszduid
s dudvunevemadnsildannnisiasie Mmmumﬂuﬂﬂﬂw FangeuLuIAn
vesmslnTdmaTuanindnufiinidetausasUssnoudie 5 Fumeundnie

1. Twnalunisinszsidonn (Text Analytics Model) Tudunaud dn3suls
FIN15971U5IA3 03T 081U TUTENANAN1W1555HYR (Natural  Language
Processing: NLP) fitnagsndusanisiiasisidfnuvesinfinut ndeaile
Ma gy LU n13i19admea (Stop-word) nsviiaLiindl (Stemming) 47
AATERALanIy (Named Entity Taggers: NER) n13@iaaanagy (Key-phrase
Extraction)
nslumaiite (Topic Modeling) n1sasuAI1u (Text Summarization) {Wudu

2. msUsvananateya (Data  Processing) Hutunoulumssiusandoyauay
nswseLYeya W%famﬁ@mi%’mgﬂLL‘U‘U@?WaﬂjﬂﬁmmzammmﬁLmﬁw‘iu%’umu
faly sniludunout 1wy msmdamitliduiuvienisidadmgneenly
f1i1a, an, the, 939 for tiugu n1sRasanA AR IufuTionaazdeds
ATWEAN (Sentiment) 19U A1 too fast, not easy Husu antuffnguiuy
nansiiTuielmnzaudonisinseilutuneudaly

3. MsanmasyanAgy (Extraction) Fumouil ﬁﬂ%é’ﬂ@%ma’hLﬁu%gumauﬁﬁwﬁaﬁqﬂ
gpan3oun1sAnduuiviaue sz dunistuneuvesnisldinaia
wileadoninu (Text  Mining) uardanesiiunsisouduesaios (Machine
Learning)
iefumdoyafiiulseloviandfvuvesiindnyy dedeyailduuselov
flazueamainavuliun ide (Topic 130 Aspect), muFdn (Sentiment)
FBuidauan (Positive) 1iothat (Negative), tazvotauonue (Suggestion)

4. msdenleinmiAniuTUSnuLARISIRnAM (Correlating Quantitative and
Qualitative Feedback) tHun1siwszidfiefansanauduiussswinadeniny
LanIAIRTNAUALLUUAIINRNINDTa (Rating Score) fifndnwleiuni
MfMINdRUSAuns ol

5. n1sasy (Summarization) Lﬁu%umauﬁﬁmaﬂuaqmﬁmeﬁ%’wﬁumaqﬂ
saufu Wielifunnsinvesnsiaszisfivy

INnseULLIART1dY TnITuldRmunduuuUsEULTIendn “Student Feedback

Mining Systems (SFMS)” wagyn1snadeuszuuiemassain 7 31 du3uainnnsadng

wvsnduatienans Feluniliniduld doc2mat perl scripts Mieglu Cluto library antuld
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vcluster 1u5qmﬂéaﬂﬁa (Toolkit) Tun13dmnaa (Clustering) demedumutitente Topic
figoenishe dvlunsdanduinfvuldnisdauuy Cosine  Similarity 91ntuldnnssiuun
,onans (Text Classification) LiteAsigitanuidnvesdonuiilinruidndudauan
Wiathau desanestiufildlumsadrlumaiiion1ssiuunienansie Logistic Regression
Mnmsnadeunuilisesnsluudastuneuiilovssliudaeeiainusedn (Recall) Arpanm
usiugh (Precision) kg F1 lusgduiumela dufelvidmiusedniaded 86.4% fanu
wiuduaded 80.1% wazen F1 1adef 83.5% LLazqmﬁw&Jﬁﬂ%%’aﬁmamﬁmeﬁﬁwawﬁ'ﬂu
dureansilaszisiite warn1singiauidn sasusiuiu iielmfiunmsauves
wadnsyRINTIATIiA AvavewinAne heflan tnidelrdedunainsounuiiiaued
Uselovllunmsimsgimnuaniiuvesindnuluusagidefiaulanazanuidnvesindnw
Tuudarlushdauaniu nadwsuandliifiuinsldsanesfiunsienesitemunaznaia
nsasunaiivsglenilunisAumdeyalednannARvuLganunIw

Tusddewes Qi wag Liu [30] lodnauenisviumilesurmiansal (Reviews Mining)
Guawé'ﬂqmﬁl,%uaaulaﬁ (On-line Course) U845z UUNTIANSIRBUATAOUDOUlATE UL
WadmSuunisu (Massive Open Online Courses: MOOC) 499Ut iesnndnan
AnufiumandannsnasiouviruafivesdSouiilinendngnseaulad fiannsoayaaelig Sou
m?ﬁmﬁamé’ﬂqmﬁmmzauﬁ’ummm ﬁmhxaE“J’W'aﬂiﬁﬂaaummaaﬁﬁmmﬁmLﬁummﬁ'ulﬂ
Uudgmdngnsninues dafuinidefddussloninnuninsaivemingnsfisouseulat
9nspUU MOOC TumsimsiesiirunfivesdiSeunilsondngnsninan Tneyndeyadmiy
THluns@neriunainnisdevesulailuden Python  Language Programming ¥4
Beijing Institute of Technology ka¥d¥1 The Essence of C Language Programming U84
Harbin Institute of Technology dmSunszUIUAISTAUiiasUnIsaifithITetaue
Tn3dui3uaInn1sinseiuniansaliae Latent Dirichlet Allocation (LDA) ielvilgwadas
(Topic-word) oA Instructor, Course Content, Course Assessment, MOOC platform,
uaz Hot Courses uanaanil LDA Sstnglumsiinsissinunnfiuiidenndoduuazide
(Comment-topic) Bndne wliolddeniuuasniufndiuiidenadeuds Aegtiiidec
LLazmmﬁmﬁummﬁuwLLamﬂugﬂLLUU%aaLzm%ﬂsz?miﬂizma (Distribution Matrix) 9101
wihmsUszananadonnuLansauianiiaeandeduidasideiiielrildazuuuniiuidn
(Emotion Score) fRei3uannnsfinenluwanisduunienalsteannudalIeuiieunaiss
el Random Forest, AdaBoost, SVM, BILSTM, LSTM, GRU, LSTM with auto-encoder,
BI-LSTM with auto-encoder way GRU with auto- encoder tumsTuunANIANveEiSe
Iduuinvieau Jarnnanismeaesnuin BLSTM with auto- encoder Iwmaa‘wsmmam
lnglviadnuusiugiog 97.21% Faldn1sauseunisyiauiedy 180 afs uazndsanniy
1#38nsMiFonin weight  coefficient TunsduaaziuuaLInvesuriasaivesusas
vite Tnsazuuudiduialfeziifiniegszning 05 Fanzuuudananazgnldlunisuusi
wéngnsiisouseulatliiuindnwseld
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Wongkar uag Angdresey [31] dlauon15UsenANITIATIZMANIEAN (Sentiment
Analysis) dmsun1siiasizimuidnvesussanguiidedadnsdulsesnunsuiaisisusy
dulaihidelul a.a. 2019 9n0uvIn (Positive) n3oiduau (Negative) Inadoyaildlu
msfinwiludeyannninmes (Twitter) ilinnssausaulusenitafiouunsiay - wguniax
A.f. 2019 ainidelaldiasastislulnnaulunisfinenil Suantuneumsiwieudaya (Pre-
processing) lALANITAAAT (Tokenization) A15viAINEzea (Cleaning) wagn1sidenillaes

@ o Ao . & o v a ¢ Xy &
Jumninnumang (Meaningful  Words) a1ntiutihdeainuainmisinesivarilidngiuneu
N13a359lAaNNTIATIEYIANTANAIETANEI TN Naive Bayes 18989 INLULARNTT
JATIERANIENFI8Tane3Tiu Naive  Bayes wad dnidulaunluSeudisudiulumanis
a ¢ vee A o v Y a = !
AATIERANUFANTTRUIMedana3id KNN  uag SVM aann1smaaaunuinlainanis
AATITVIAINTANAILTaNDINU Naive  Bayes IUszaNSAM#ANIlULAaN1TIATIEN
ANUTANAILTANDTAN KNN  Uaz SYM  slusuaiadnuuaiugl (Precision) kaga1aiy
9nABY (Accuracy)

= v =~ ¢

Tusuwddvede Onan  [32] 19in151Laue s N159n90AUL N LA I AUNIANT A

3
]
a a

MOOC ilenauesunuunsinUszinnarusaninfndisiussansammdenuszansamas
aan1saigeludiunsfnudenisdeusveaiaies (Machine Leaming) n1si3susiana
(Ensemble  Learning) kag35n15438u31398n (Deep  Learning) ﬁm%’wm%’agaﬁiﬂu
msfnwil gnuTmnadstenanieatuuniansel MOOC 9muiules coursetalk.com
HuunanrladudmiunsThmdngasooulatiuuuide Insdvarnvarganunis fdeyandu
93,000 318075 luuwanweuiiarlénisutsasuuusonidu 5 Azuuu Fsazuuunmnin
TnormazgnAmadmiundngnswisg wagiileliildndsteyaiifidiomiu dnideazsinig
nuyuUsEiurassazuunuAIN 1 kay 2 azgnsvyindu "By’ luvagiinsmuniy
Uszilunafilinguuunann 4 uag 5 azgasyyindu "Beuin” ndsminnszuiunsinaain
(Labeling Process) s?i'aﬁéi’famuaiuuw'iamail,%qamlszmm 33,000 518715 LATUNIVNSTAIT
UINUsERIAL 37,000 18015 tieudledgymdeyailsiauna Unidelsviinisutsteya Taodl
AUAALTAULTIAU 33,000 518015 HAZANUANLTWLTIUIN 33,000 %aﬁ*ﬁ’faaﬂaﬁgwm 66,000
;s Tudwwasnsiniendaya dnidbesiden el feglusiuvmnsgiu T
%gumauf‘jﬁ'gé’ﬂmﬁgwmiuﬂé’ﬁamm%QﬂmeL?Jué’ﬂmﬁaﬁuﬂt,é‘ﬂLLazLﬂ%mmmssﬂmu
fiavungminoen uenainiagldnsguaunis Tokenization iieusnUsleafitmuaiagaly
lonanseenuazliinisldsanediiu Snowball tilensldsindmilundsdonnsiiioandiuiu
sl dusuininvesds tniduldinisudadoya 80% 9andoyaianunbugnasy
(Training) wazlddasa 20% Mndayavivadutogaurmaaey (Testing)

Tuduvesnisairinisairsnudnyuzlaznsailung Woussiudsgdnsam
MsvhugveanuuiIassdmiuNTIATIgiadeiuly EDM ¥n3duldviinnsudanis
naaosoanidu 3 ga luA malieseiemndinaumaiouivenados nsBeuditana way
MTAATIVAUIANMIUNNSISEUSIAEN
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1. dwfurudsaifiufenduitnsieuduouiidaeu dnidelfiinisaing
Audnvuglagn1sAsteyavzldissuuuuged (Bag-Of-Words: BOW) Tagnislduuuy
Asasdmin (Weighting ~ Schemes) 3 Usglan laun TP, TF  uag TF-IDF  d1usu
Tuauniledeniny axldluna Nogram Hienendiuaessnuse n - 109008159 0aLLE"
WuUUD1a99 N-gram ﬁalﬂmﬁﬂumﬁmezﬁmmﬁﬁﬂ TauA Luudtaos Unigram
(N=1),  bigam (N=2) uag Trigam  (N=3) uaztinidelanisiseuiuuvuiigaou
5 9ane3iu e Naive Bayes (NB), Support vector machines (SVM), Logistic Regression
(LR), K-nearest neighbor (KNN), Random Forest (RF) dmSunuUseiuiefuianig
Seuiuuuiiaeu Unidelivinnisasnadnuaslnenfayaaglddssuiuugee (Bag-Of-
Words: BOW) Imamﬂsﬁgﬂqumsmﬂﬁ’mﬁﬂ (Weighting Schemes) 3 Uszian len TP, TF
way TFIDF dmsulununiiostonny aldluna N-oram iieusndiuvesdnuse n ves
lonanstonaudn uuudiass N-gram TalAldlunFieszsinamsdn Toun uwudrass
Unigram (N=1), bigram (N=2) wag Trigram (N=3) waziinidglanisiSeusuuuiigasu 5
danesfiu lakA Naive Bayes (NB), Support vector machines (SVM), Logistic Regression
(LR), K-nearest neighbor (KNN), Random Farest (RF)

2. dwdunuussdiuienfuitnSeudiana fengmaneifiossysuuuunis
ﬁaué’ﬁﬁﬂisﬁw%mwmsﬁwmaﬁqﬂﬂiﬁ Tneazl938 ail AdaBoost, Bagging, Random
Subspace, Voting ey Stacking

3. dwfunudsaduiiefuniseusidsdn dniseldinisairanuinuus
lngn1sldgunuunisilann (Word-Embedding) 3 gUuuu oA word2vec, fastText uay
GloVe @1m5unasileAn word2vec wag fastText 1U38 continuous bag of words (CBOW)
I¥sumsUsaliushevunannaesiuaniietu Jnedvuaanees 200 way 300 uenaniids
fiRfiumnsnafud1ndu projection layers Inedfivunadfil 100 uaz 200 nsdadEldvina
SAUNsFEuTEN 5 dana3fia laun Convelutional Neural Network (CNN), Recurrent
Neural Network (RNN), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM)
uag Recurrent neural network with attention mechanism (RNN-AM) Tun1susunis
naaeukasilnousy 9214 Tensorflow  wag Keras  wielilauszansnamnisaanisali
NN NIUYIABY

waI3InN1Inaasutaya lavian1suselinysyansainlasly aauwsugtly
AsmunUsznm (Classification Accuracy) Wagminisin F (F-Measure) d15Un153LAS1EH
FUszand (Empirical Analysis) eyinasn1sdeuianalvisyansammnisvhuefigauly
nMsiumilosdeyaleiftsuduisnisiSouiivuifaey nadnsideszdnudldaingy
WUU91a09 N-gram  Wu31 Unigram  beidseansnimnisvinunegsga dmsusudseidiu TF
wuukkunsiiimtnuuud Sussansamaniinisiiauouuy TEIDF waz TP dwiuna
N15SEUSLAEN LSTM Huseansamnisvinuigadan wag RNN-AM JUsednsainsesasung
INNTNUNIU MOOC s3yIMSisausidedn dussaninmmilendnisnisiseusiuuiitaeu
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LagIsNIssERIaIa dmsunsieseinisiledn Glove TviUszdngninnisaianisain
g9t Welsuiuguwuunisiledndug Tudiuvedluma fastText CBOW laussdnsaimnis
AnAziugsanusuduans Fanuunaaeliing fastText skip-gram dlewIauLiisunasin

N1SMUNIL MOOC NuINTsHIeusaniiuseangnmmilaninismsiseusuuuigaeuuay
TNSTEUINWIA

Tunuideves Osmanoglu wavany [33] lavinisfnedasizvaiuiantnteuly
UMNINY18Y Giga ﬁaeﬂuazw eCampus Learning Management @aifutinisaunialna e
fin1sigunisaeuiuvasulail (Online) YatayaluauiTeazgnIIusInIINHAnaUTUIIN
3o Tnetnideu 1 auaunsaneudnfaiiies 250 fasnus seiinaneusumn 6,059
518115 WaAdgarinsteyalaensusuruiawuy Triple Likert Favzdinsuvseanidu 3
aaa Loun Weau 1@anans wazdeuan wuusmusiBldsndunismudiluanudnduiideu
Tneglddmsu fegrau winda wu “Wif”, “dey”, “Gin” “Lmﬁamsuaammﬁmﬁu%ayj
TupaaBeau MIntUANUAAITL A1 “A15”, “818l”, “Unnin”, “diasdu’ wNITYN
Fudenans mnddudu 77, “gale”, “@nven” azgnsvyinduBsuin usdesannys
ToyalifiaUaNnanataINN1THUIARE miﬂszmasqm’faaﬂa%ﬁuﬁqﬁ: 4438, 815, 806
unmidelevinnislamelianisgusiegsuuugy waznszaaluiia 800, 815, 806 auaIAU oR
wwdonanouiu 2421 319013 lawazsinisutsdona 80% ndeyarianuaifuyaaoy
(Training) waglddoya 20% ndoyaremumbutoyaunnaaou (Testing uananiiinide
geldvinsUszananadimii TnseuAaiftuiounazgnuuanduffiuidén Snuseasias
gnuvandudidnusasiu avtiuda Snuseivey 8103 s ndu waznisiauiilaly
Awnaziu G99giinsnzsideyanae amada laud Yearwazenn (Clean  Text: CT) ¢
ATI9EUNIAENA(Spell Checker: SC) uag gaAAT (Stop Words: SW) dvduluinaueidldly
AsiSeulsudanesiiunissuunUssamanindanuduay andutniseldaneds
WisuifisumsaislinauiiedinnevinasdnvesinSewnesanediiu 7 # léun Decision
Tree Classifier, MLP Classifier, XGB Classifier, Support Vector Classifier, Multinomial
Logistic Regression, Gaussian NB waz KNeighbors Classifier nan1sfineanudn wadwsdin
figafe 0.775 AmNusiug weINsVnde ULUUT AR UBISANa3TM Logistic Regression

Tus3dgves Kechaou  wavaaz [34] lauauedane3iun1sduunAuidnay
nslieuifiensduunanuAniutesieuiieafuuinissyuuBlasuils (E-Leaming) o
uiseeniBuiBsuanuaz Feauiiiensuiuugessansamlunisdatunanuidnludiugn
Yoy tAsulsvihmsaseyadeyalnonisiandsdoyasinumiansaidiasudaiignsiusinan
Uhondidsuiladiuaunn uagdelin1ssausauanuAniuuduaInlesuves Moodle 910
Hulas http://docs.moodle.org/en/Forums daiduiuleilifizounazfaouaiunsn
waniAsuauAndiuldilaensinaddeniny dailduaudeauiaun 2,000 demnu 2
wusdudoanudsuan 1,000 depu wazdomnudsau 1,000 danu dn3deldvinnisuus



32

foua 80% ndoyanmuaiuyaaeu (Training) wazlddaya 20% ndeyatianuaiiy
foyaunnagou (Testing) ludruvasdunaunsinisuanars enasamunazgnuuanm
laen1sauAImgn (Stop  Words) n1swendselen (Stemming) waznisidenauaudaagly
inausilunsdinw leun deyadilésu (1G) deyasaa (M) uazadd CHI (CH) loazldlunis
La’e]ﬂL\‘IE]‘UIGU?H‘Man‘UiiJLLﬁ“ﬂ’]SQﬂ‘VI&J’J@VIM w3 F08dkgnedn Term Frequency (TF)
\evAudvesdl wag Inversed Document Frequency TFIDF (IDF) Wevauives
lenansnndufitmualasaumssuans: IDF=Log (N/n) Tagdl N fediuiuenansnisilneusy
W uay n Aeshuauenansindmyt TunnsAnwazds n = 3 dm3U n-grams (Unigrams,
Bigrams wag Trigrams) waztin3sedsldviinisussinanagiwmiinneouiioz Sun1sdnusewnm
iesannisBeuidanesiiulianunsadaifiuionnulilanenss msUszmianadiaminay
Wasuenansliduiessiungay uandlewiouniundouvasonasiugludunounis
IANUIANY

ndaantuinifelimagouifoyaluailumnaluduiaslinadauusiy
\a5uils (Machine  Leaming) lunsguawuunaunaiu lnglddanadiiu Hidden Model
Markov (HMM) waig Support Vector Machine (SVM) LﬁaisqLLmIﬁmmmifﬁﬂﬁLﬁuL%ﬂmﬂ
3o Weau M5l HMM - Tun1sdnnisiunisdnusznvdeninuaiudniiy anyaveun
Fnsaifermuiidureseana G iefunmsnfinesineg vedung HUM fauauiuii 4
fouagiidnuazianzimeyaves Q uaz v meludydnuaifidunalsveannimnes uazliluna
HMM sl umdsieensudoultssaumn wasdudydnuvaivandddoulafiiedos
favun (Unigrams) dfu SYM iteldlunisduunensual Inefoarmasgnudsoonduans
Uszloy LisanuanBeay SYM  agmitundeiidaiaudsaslunadadeyanisiineusy
ponifudeatsziay (Linuazav) uwasdnaulananninesaduayuidon uenainilunuise
fafinnsriulaiaa HMM uaz SYM @easidunsifinuszavsamaiimsuenlueng uagddl
N193915¢1319Unigrams+Bigrams+Trigrams Lﬁauﬁqﬂﬁzﬁw%mwhasamﬁm%’uﬁaLLsm
Ussnnuuusaavesindde Ssazilundngauiinissiuundaannsaldfuussleninndisu
n-gram  flgetu a1nuan1snaaasazuiseamiunistndszAnsamialluaznista
UszAnBanndmiunisiuunszianenuddn dmsunnsinusyansamsialuTunissauun
Uszuavartuogiummingaanduau (Confusion  Matrix) fingadiufunanaiisimun
(redutl) vossneglaefusnyszimATaad () My inUszAnsandmiunisauun
Uszananusdan Useliuluwives Standard Precision (P) Recall (R) waz F-Measure (F) wa
MnaaesTEydn I6 hauliRfgadnsunisidenteulvmioisusilaziansussans il
fandmiumsduunersualluaniunisaidilvgluniveseusiugy msiFendu uazns
Yo F uenaind M §adind1 CHI iResdntioswintiy dnsuarugniednadnsilidesd
ilesandnuazvesadsdeyadidsuisiiniunulaguden danududouvesaulunmsviau
vuvden vienineslilldtnideudientdn ligndesmuliensaivesnuidudu Jafomanild
Haeg1nsie UseanSamuesauutiugilunisdwunyszam
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Tunuddevesdianissu inwusnigu wazaue [35] laWauiszuunis
Anseianuiinaniflovulndeaiifedednmosannmesuurduuuiugiumsiinges
auddnvesiuilnaanidlevuludeaiidoiiieduiuinislunisdnaulalunisioves
fuslnauazmsinnisteyavssniassiadeinlevudedsruooulatiandinuazidaulagld
wmadansiouveaaios nuadeildinisadadonnuainiale andudeyasssiiu
nszuIuN a1 kazddldiingnssuiunsananmudnuaielag Term Frequency Document
Frequency (TF - IDF) LLazL%”lgj%'umaumsﬁi’ﬂLLuﬂUsszé’w%’wwa%mfmma%um%u
(Support Vector Machine: SVM) uanainiifidlgvinnsanunaiddefifiotesiunsdinsie
mnufAnuudediauesulatidiulvgazodeisnsiSeuiveaniad (Machine Learning) #e
AT UNUIZLAN LU Naive Bayes, Decision Tree, Maximum Entropy Wag Support
Vector Machine (SvM) ifiugfu Tdsnfiumsdessd

1. Ms5usdaya 31nIALUnIATAIIN Youtube 31u3u 500 Jdle e
a¥nlelinue1I9g5EnIN 2-5 Uil
2. N199RNKUUTEUU 8BNLUUTEUUNITIATIENAINIANIINIALOUY
loduaiiifosednnesannmesiuedu lngszuudsenaulumedunisadinifledudeniny
drunisiad1aindeninudildainnisafnainiile driunisadnauinuuzvesd
Tngordeiminuesdi YAl Term Frequency (TF) ag Inverse  Document
Frequency  (IDF) wagn153tAs18ANIangeuinuiedaulagyinnisiuseuiisuain
giudeya wanwansiwszianuddnluduiniiedau lnegudeyarzinuandnuas
yesAinfudeuinvideideauaziinisuiuussssdsmsduunamudnunzing SYM i
rumsiuungadnvarluuiuguardaivlugudeyaiielviligiudeyaiianuansaly
msfuunAudEnlARBdy
3. nsimuIszuu asvinsiudussuulaedeuiieniy PHP  was
Futeya MySql Usznaulume
1) msafndenuanile msauiszuazyhnmsideslsaiieSonld
11U Web Speech APl vasniialaggldanunsaliainlevselddan
1i1g Web Speech APl @aazvinsarmesnuidudoniudaiivly
Julwduwana txt
2) Msfinen nMswaulszuuIslsulysunsusenldlandunisdaan
thsplitlib
dievimsdaaliluszuy
3) MsainAManyMeme TF kay IDF wazn1sIAsIeiausaniday
ERITATE
4. MILAAINANITIATIENAINIANTIAUNTOITIUIN A8VINITIATIZNIAT
nlUsunsudaA thsplitlib d4dien 76,314 é1 Taedideavmanunviazsiinisinsizsia
MAledianumnadauansadauiariindainuilugudeys
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5. MITuunAuanvieaiy SYM  diaadnwugiladilulndudadniun
Usztanaen1sld SYM andeyalunismaaeaudiuay 500 fiag

1INNITNARBINUINTEUUUTEANTANATSIIUAINQNABIREg NS ouaz 98
Wotg AR B YI1UIU 15 AU wavyin1sUseliudsednsaimauaiuianelaves
LU 60 AU daszuy danadewiniu 4.79 dandeuuuninsgiun 0.14 nanaladn
sTUUNITIATIERANIanaInIalovuleideaiiineniednnasaiinine suusunimundu

a (4 V=2 ad = a v 1 IS a a

annsaaseianuanninlentninguulydeaiinelaegiuseansam

1NN13ANIUITETIIMIIUEITUABUNITERNLULTEUUNTIATIEN
AnusananansaduUFuldlunuide Weidunsaiateninu nsdind nsaianuanyue

a L3 Ve a A a ¥ a L4 Ve ¥

NITIATIEHAINUIFNLIIAUATDVIUINGIY TF Wag IDF Wagn133AIIENAINNIENAY SVM
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A5AIUN5IY

n1sandunuddeluuniifideliinaueduuvvesnisiivsiusiudeyaiii
UIMAFOU AT UUABNUBINTTATLILVBITTUUNTIMUAANLSANSEAUUsEloAd U Y
AnuYinSeuTsuAN YU UlUN1EI N T99ziinToUNITARUIURAIT

3.1 Gqﬂ%’aga (Dataset)

lusddeildyndoyalunisfinw lnesiusiuaudadiuaintniseudseudnw
MO 91U3U 660 AU INLsuseuliseudnuludminiesdn 91uau 3 lsadeu lavinis
Ausausandu 3 90 Tussnineniaseun 1 waz aadeun 2 Unasfine 2564 $1uau 10

(2
=

31 B9 ALBLALAREYNTOUAILTNBTUBLAL LARIRIBENILAGY

1
174 =

yadayah 1: aznuenaIsteyanuAniuresinseuwenitulsslen \Wunisuen
uaudaiuvesinifeuluwdas 3 Aspect Taun Aruajiaau diuumseu wag
FruanmuIndennisoud auddu Sefayayniazldlunisadne “adedn vosusdas
Aspect ¢18 Skip gram ¥4 Word2Vec Iﬂaﬁaasmﬂﬁ%’ﬂLﬁuﬁagjalusqmﬁ 1 @nansauansle
Famns1eil 3.1

A1599 3.1 fegeteyayan 1

Aspect ID AIMARTILYRITNG YUY

14| azedungitlonasdunidiladne

AUASHARY 2 | AyEeueyvivady

aAsasuBleAUaulidila

1 | uniseuiitilennviuaduaeanosnnisaitagiu

AUUNEEY 2| UnSEuNeATINNLINUIEEdA

vniSeuilembithaulalddniandeoya

% a I o [
1| viesSeuanUsnindusuluuniseu

audawwden | 2 | Wuinathadlseslnidey

£% = =

NOUITYUALDIAN

dwsudeyaluyai 1 3 Wudszleafieaduamag 300  Useloa Useleaiieaiiv
UMiseu 278 Uselen wazuselonnngl9eanuaninwinasulunisiseudn 250 Uselen

v =

yadayai 2: \WugadoyaaiuAniuvesiniseuldlunisadaduwmanisiesien

Y

anuddn lnadudeyarnudndiuifinatauansanuidn wualu 2 nqu nquidinufniiu
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Juuan (Positive: POS) waznguiifimaufaiutiuau (Negative: NEG) dayaynailazd
AL AUN 181 Y38TUN190TIREDUAINYNABIVRITIAINSAN (Sentiment  Polarity)
Inafogrnsdaiudoyaluyn? 2 aunsaueansldnmnsai 3.2

13797 3.2 MegNUalaYAi 2

- , Sentiment Polarity
D ANUARLILYB NS EY
(Class)
1 | aasuISnuazasudunn WeomluunSeuasut1eeinuafauns
q U b P
v a4y . Positive
WodssuioULAdYDIn
2 | aumguishuazaeuiinin ewndeuilewn uirosssurout1dou Positive
AZANIN @oufienn Negative
4 | a3if wigeuliid Wendvfen usseaimanisieuiazen Negative

o W v a & 4‘ . A & a o a &
dmsuteyanudniulugad 2 T 1Wupnudaiudauindiuag 450 anuAaiy
WASANUAMTAUTNAY 230 ANUAALTIY

v

v a I3 <, 2 v a & o
ﬂgm%agaw 3: L'UM?;WUEJ%IJ&V]G’IE{BU IW&JLUUﬂ"IﬁLﬂUSU@Hﬁﬂ’J’]MﬂGIL‘Vi‘usU’EN‘L!ﬂLiEJ‘lJ

'
a v oA

(Student  Reviews) uazariifidomrgyiuaisdislunisnsadeuainugniesuesin
AnuFanvesmmAniululsiay Aspect vioauues ldunmusdniafuasiiaou Awan
ReafuuniFeu wazanuidnifsitvaninwanden iluusday “yumes” AUsingluaiiy
Anufiutiuidanmuidndu Positive Vo Negative ogadeyanedl 3 ldlunismageu

ANU50LARILAGINNS1N 3.3

(%
a

dnfudoyanrwAnduluged 3 1 uarudaduresdndeuisdu 200 e
Anuitu 1o “naurn” AliuansvideiAsadosiu Aspect 19U Aden Adusm azgnineenly
Tusuneuiif@omnfauenussloauazssyinnnuidnessslon Wy Usslon “pamziish
iomayn uieuseuiou” dndn “ud” aggnineeniy

M99 3.3 FaeENtayaynil 3

ID AMUAAWILIINTNSY Aspect Uselupadiaag Aspect UIANUTAN
ﬂmﬂiﬁq%lﬂuagaauamf]ﬂ ﬂ?; ﬂmﬂgﬁﬁ’mmzﬁauaum Positive

1| ilemluunmSguaeutneen UNLFeU WemluuniSuaautsen Negative
WouSuUToU ANINLINRDN. | YBLIEUTIU Negative

, A3 AMAINSN Positive

AuATUNSA Womayn e " 7 —

2 v a v ! UNLIYU bUBMIEAYN Positive

odsuuiou - —

ANNWINdeN | MeuTausou Negative
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3.2 A309aN LY

Tunsdnwiiagldlamon (Python) ueTesiielunsinu TnsysinTesiiovdnly
Twneudildfe Scikit-learn waz PyThaiNLP @9 Scikit-learn 15ulausn3nEluntwilnney
ﬁ’m%’umsﬁmmiﬂﬂmsulm&JT%ﬂﬂiL%’&JuisuaaLﬂ‘%'m d2U PyThaiNLP  Aelaus13 Python
dmdurudunislszaanadeyaniwilne Wauduanlasaulye Sadduiifvsslon
yrnutedInsunisUszsutananieilneg aru1san1iulvanl i
https://pypi.ore/project/pythainlp/

3.3 NUNISANNUIIUIRY

ludmllazuanansaunisanduauidemiaued miun1siwunauidnseau
UsgloadmiuanuAniiuvesinieudseufinwinousiu Jeanunsandanslasgun 3.1 lngay
wandliiudttunuidetdnsyhouly 3 Tunsundn augadeya 3 yadeyaild

(1) msasadvArunonaas Aspect

Amue “d1” iaveu
wavuaay Aspect

4 -
LHEIYETY
fiatcal
5 S A EirT 4 = AditREngas enfiigasiy
D1 (Auuonissien Answtudays n'\muﬁ'mn'mmu'mﬂaﬂi_munnz gqfxsﬁm-,m., i Agpect hspoct
e e Aspect 6t Word2Vec (Skip-gram) MAETERicT] imiEnu anwwindan
(m59afvAn) | ]

(3) msvasaudnlsuiiuanuidnuan
audsyloauaouday Aspect E e

— +

D3 mwi@awiunas
—

usay wanlszlaaaan

uenlssluadan 22110l H H
g mswefoudaye — o . i - i
white space Jesion similarity analysis i i

i i sz ina wadnt  lsufiuadugdnuae i o

[RECEANISTHTERET:R]
1s3tAsgaugdn

uniGau
- (Test Set) -

Sentiment
Classifier
Model

MSUFAILAAATTEIL

D2 axudiatiiuuag L. ! L
—+  Asedzudaya —+  wvamasuaasli ——

unsuu R
(Training Set) UTMA]

(2) msafuTueariianisitasziaiuidn

SUN 3.1 nseumsafiuniddgndnauedmiumsiniunanusanseivlseleadmsuay
AnLimuestiniSoudsenfnwinousiy

Fumauil 1: nisa¥endsduatudas Aspect Aauyatoyaii 1
nsa¥endsruasusiay Aspect feyatoyail 1 axFNNHITmYy
punwIMUUAAInan (Keywords) voduiiaz Aspect lagevianvedisay Aspect @11150
wanaldifansned 3.4


https://pypi.org/project/pythainlp/
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M13199 3.4 AVENUBIWsRE Aspect NAMUALALNITEIIYAIUATE

Aspect ANANUBIsIAY Aspect Viﬁmum‘lméﬁimmm
A3 113N, @oud, A, B5UNE, NTIANY, 19, LN
UNIYY dovn, en, 1Whla, sudeu, Unde, A
anmunden | Yo, anusn, du, ousm, 18, 1AnD, aas

il “Amidn” Mnfidenenny ash “Amdn” wienduiniiesein
fflndlAsasae Skipgam  duduluiaalunisiFoudvesiaiosannngy Word2vec
fguszasAtitonvasalutonduduinines (Vector) Aarnsaldlunisdiuiumig
adiaransld Skip-gram viemulaenisld Target Word tilevnerseutie (Context Words)
Tussogitivue Wil “dmdn” angdoasgy Afe Target Word fildlun1sviiunedisou
Fratues Tngmsviauwes Skip-gram el

1) msdenand munsuazA15eUTNe: AMrua Target Word uaglannen
5@U6?J’N1’7iagﬂuszagﬁﬁmum fMeg1agu 01A1in "sn" Wusilming uagszezAsoutng
e 2 Mangewazu AMseudisenasdu “uan” waz “lai”

2) MTASNASAT: Skip-gram  @sninasansulsazalagld
Tnseadnawed neural network fiflalwasdon (hidden layer) Wasduien Tnglifosnisia
wasidudemiasnldliinuiulgmiilasaiadudeudunssuunUssnanysslon
3oN1IuUanIwl

3) nsHnausHluea: Tuszrinensilneausy,  Lumane e IunI8AITau
frsvasindmane Tnensududsunnmesdliausonemsoudrldfty agade
(Loss) azgnAnuanaInansuane1ssenitedfimelduazAseudiease uaslfifiousudge
NNLADIAN

]
al

4) NMSkEINKasAN: atulnalasun1sHNeuagiInD, LINMBIAN

9 3 ° g A ¢ o Ao v ) a a0 P
Ipazuansdisrnuvinevesimluiuinnmes amnllanuviiglndidesiuasiinnnesieylng
Fuluiund dsdudialannmasat AdaruisaldnisAiuiunIlna‘eaaanu (Wy Cosine

Similarity) lieynAigenAaesNuAlaAIREI LA

Yumaui 2: N15a59LUNAINENI3AATIZIANTEN

(Developing of Sentiment Classifier Model)

Tudupeuiilutunouildfeyayni 2 Tunisadrsluinaiiionsinsey
ANuiAnveudazUsEloaluuaeItife Positive wag Negative laglydanasiunisiseusives
1AT04 Faildumaunsaiiiuausail

n1sinseudaya (Text  Pre-processing) - Tunauildiglvdayail
sUsuumgauiunsiiassikazanusatllgradnsnavudisldiulunanisiseuives
1309 Tusaunany Tunswseudeyateniny wu
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1) Tokenization: nMsuUstonnundumvie Token wievilwiiese
ATUATITA
2) Stop-word Removal: audiilifianumneunnludoainu 1wy
“uag”, “A7, “li dieanvuiateya ilewmdeisinuddy
it
msasutonudunininad (Vectorization) waznislvimiingn
(Term Weighting) - LﬁuﬂizmuﬂmﬁaLLUaﬁamwﬂﬁLﬂugULLUUL'mLm’eJ% (Vector) U84
é‘hLﬁ%ﬁé’ﬁﬂ@%ﬁumilf%uﬁ%qm‘%'aﬂaﬂmmﬂizu’samalﬁ 1A8LINLABIAINAIALLTYNI
wuuaesUigiianmes (Vector Space Model: VSM) lusnu3desil suuuunmesie

1. TF-IDF (Term Frequency-Inverse Document Frequency): WJu
wadiansladmdnawuuliligaeuldiieussiuniudrdyrasdiagluienar siile

Wiguiguivgadeyaienans (Corpus) Maviaa lag TF-IDF Usznausieg 2 diumen
1) Term Frequency (TF): milidunnsdnarudfiaiusinglu

v
o % o
3

LONANTLAYY %aﬂwaﬂﬁqmmﬁﬂﬁiy%wﬁﬁ'u6] el
LondNs iU Lﬁaﬁﬁﬁ?uﬂﬁﬂgﬂ@ﬂﬂ%ﬂ So31fuq
AMNEIANIN p81lshanu Tunsidu TF 9139zdeading
Usuhwiuassiivsmngueslunmitilude

2) ~Inverse  Document Frequency (IDF): A dunis
anudiAueslngnnauifidisutnglugadeya
onansiemun Afusingluienaissiuiutienasdien IDF
GR Fegaueniisnnuanzianyataraud Ay fianty

o
[N (%
aa o

nsAUInd IDF  sinatldgnsinssiudiuduanudnetug
Usngluenanssinee luyadeya

[
V=

TF-DF  «elausaUsgifiupnudidgvesnilanvulagliiio

A
#2150191nANRYeIA lwenasifien @sonatdrlugnisivanuddgduainilunlaid
il

o

¥

ANUMEIENIN) wAgHNSNAINANAYe IR NuluYaTayalenasIITNARnY FelvAi
ANUANNEIREIINTUEINsag Mt IliaudAann Ty

2. “TF-IGM (Term  Frequency-Inverse Gravity: Moment): 1Jumaila
nslimtinduuuTifaeuiiusuuswioveesnaninalia TE-IDF usiuuaRavdnuas TF-IGM
Fonslsiminfummuanudfguararisianziazasrasdaulugadeyavioionas
Wanua wigeisnsisseenluain IDF Taefi@isanann “panumiin (Gravity)” w93A1luy
nswlalssnvIenguteya laeg TF-IGM Usenausie 2 duman
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1) Term Frequency (TF): fennudvesh ¢ lulenans d

2) Inverse Gravity Moment (IGM): A dunisAuraaumndn
NIDAUANIZLANLIIVOIAT t Iagiiansaunainn1susinglu
LNas9137 luwdazaaaveynioya

wuagldanudfmusngluenansaigg tieduinen IDF  wuud
TF-IDF 11 usl TF-IGM 9@ulue “Inverse Gravity Moment” 1agiansaIANuninnse
AaamIzaoI L lum s snmena i eyatoya dufesuneienainidiy
fumumrseanuddalusiazeana enisuenueznsedlaiionmsedovesonasiu
wiazaaalfunntuiuies 91nnsAaduiies TRGM  Feflustlevdlneanisly
anunisaliifusdiinnudfygdlunisssyraravesionans udenalaldusingueslu
lonanstug whitans Tnemsliimdnundmanidegamnzan Tunansessuuild TF-IGM
m:u1mﬂ%’Uﬂgqmmmmiﬂumiﬁaﬂﬁw'%aai’wLLuﬂLaﬂmﬂé’aéml,aiué’mwfu

nsadlunaiionsinneianuddn - lutuneuiastuanuls
Joyauuu 10-fold Cross Validation lnsuusteyasaniludeyayaaau (Training Set) uaz
foyagansradav (Validation — Set) niutifoyayadeumnairddumaiiionisiiasizs
ArwdAndedaneifiunaiioudvenaies lunuiteddnuidauisudloy 4 Saneifiu Ae
funouisnisifioutulndfian (K-Nearest  Neighbors: KNN) dumesninninosuusdy
(Support Vector Machine: SVM) fia@lutiizau1dniug (Multinomial Naive Bayes: MNB)
wazU1du (Random Forest: RF) dwsuteyayansivagulddmivdsumniiwesuazdeiu
overfitting

N15U52LULNDLAN LULAANANEA — TUNISNAFBUNITASI9LULARLND

9
NTIATIMINIANMIgYAteLatansIvaeualda Accuracy, F1 uay AUC #asa1ni
N1INARBINANYTOU LA 1TILATIEVANUIANTIINAS NS NANAAUUYAATIVADUILYN

danialdnaly

Yunaui 3: M lueaien1insiausinluldiuyadayanagau
lutuneuilagldveyayad 3 wildlunisneaeuluinaliion15iAsiey

(%
a

AnusanntusyauUsElennuanusiay Aspect nUsINgluuniasad Tnedituneunsdaluil

JUN 1: DIULBAAITUNIDISALTIUY waziinsuendszlennie white
space FannAntambungueidus) Wusd “Paly” wie “usias” asgnaviis

(%
Y

JUN 2: 1938UUSELEANARNLAINNLBNAITUNINTAINIENITANAILAY
ARMEYA

[ '
v a

i 3: drselealuienarsidalauanslusiuuuinmesuaziuase
Y9IAMUU One Hot Encoding tume A1 0 (ldwuluadeen) uaz 1 (linuluaden) auusdng
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Ustlonfie “asloduasaaud” Usslontasgninlufinnsananadsduosusiay Aspect 7ild
Nnyatoyayadl 1 ndsa1n “m” Tudszlangnuuasne One Hot Encoding agsinsdnngy
Frensesigiauadiadedie Euclident Distance fiefinnsaninusslontuazegly
Aspect MiAgafuag UnBou viieanIMLIndeL

o o o = a ¢ vee o v v =

JuN 4 i luiaaltianisitAsienaluianvasneaindeyaynn 2
waziiusglealuisazngy Aspect lielinsgviinuseleausazUselealiu Tiaiusan
WUU Positive 58 Negative

[
o

Ui 5: Useliluaugnfedig Recall, Precision, F1, wagA1 Accuracy
Ingiisuiunamas eIy ivualili

3.4 msasnendsAiineadaslunsaz Aspect A28 Skip-gram ¥as Word2Vec

Ynvoya sglddmivaiiaddoyavesmmaniiientesiuainufniu
wsiaz Aspect Winldiatioudu “A” Mmasrtaslunmazaume Word2Vec lnefidunounsil
Afiufuueausing
Aspect Tnginanny
m;"'“’f";"m“':“m — mafadimeing —» n'rsuanamﬂm'i?u — MG > f1 w : Mfedeaiud w
m““::hmﬂ“ sUsuuINIAes Word2Vec

JUN 3.2 nseulunmsAiiuaivedaidenmimnegivadluusdag Aspect 98 Word2Vec

1. @3egimuasisuiulaluiiay Aspect Liveglunsmeariineivesly
wiiay Aspect 9In¥AvayaN 1 Fsuandlun1IIN 3.4

2. 8awtenansnuAniuyeslntssudualulusun sy wdvinnisdndn
LUUNIUIYN ST S BU e andian (Dictionary-based  Maximal - Matching
Method) Bsmsfaduuuiagfionsandndluyng sUsuuidulld sanduasdensuuui
I¢duau “f” Mdodige ansreeindu Uselon “aungiisn” assadadils 2 Unuude

sUwuun 1 A/ A3/ 113n
sULUUT 2:AnAg/ Uisn

A a ° « O s | = a o o o w =
LWaNANTUIRINTIWIUYDY “AN” Wudrgluuun 2 Adwdudidesiign
Aanudadenguuuunl 2 Wunadnsvesnsindn

3. mlaaggnuanslusvuuuresinines a1nduiidig Word2Vec

Inglun1sAnwiilagly Skip-gram Tu Word2vec dmsunisasnenasaniiineavaslulaazaiu

¥
aa vy 4

Ingluniindeyavesinnesgeganldfe 300 inszyateyanldlunisfnuivunlailugdn



winnnayldfinveyaniivuinlvgni 300 azdesldyanisinauialvg dregrataya

B
 a v U o a ¢
NNYIVBNINU AT LIUAUVDILLA RS Aspect a']ﬂJWiﬂLLﬁ@I\TEULL‘U‘Uﬂ'ﬁ'JLﬂs']E‘W QE'U‘V] 3.3

=

waWARIRIDe19lARITUN 3.3

16 Weawn azidea 1Whla 4w

&

|
Context Context

JUN 3.3 sUnuumsiiansan “A1” selaaa Skip-gram
auy Al Juszlomneadiuanudniiuresinfouianun 3 sy Suruiuay

4 N5 AINIT NN 3.5
A1399 3.5 Fag1LeNaITAUANLITY

AU LONES

D1 : agesunaiilonazBemdilady
AsHideu D2 : ﬂgaawﬁamﬁﬁuaﬁa

D3 : Agesumitonduauliiile
D4 : asldla@nizAuE e

D1 : wnisufillomivuaiioaonadesngnisaitligty
UNSey D2 : 1mL%‘auﬁﬁammdmu@mﬂszmﬁ

D3 : uneudlewlsithavlalusandaye

D4 : EafnfunangaTiisamas

D1 : 9AUsSEINIFl UMY SsULDaRBNNSIS e
annninneunsisew; [ D2: Jpthetnalininug

D3 : viaaSsuanUsawmsiuduliunsSou

D4 : g 18913niiseeTn.tgu

FIDE1ANINITARAIAILAILITAITUUUNIUIUNTURLN IS B UALZaNTIgn
Aananslun1san 3.6
13097 3.6 G IUAAINITANA

Eal JURBUNIFAAAT L ULONEATS

D1 : ay/ oSUne/idleny azidon/ dilas d1e
D2 : Ao/ A3/ @o/ e/ fi/ Fiuadte

D3 : Aoy Ag/ o5une/ tlewy duaw/ i/ file
D4 : Any/ Ay/ ldla/ lawy/ A/ Seuns




a3

D1 : uniden/ i/ flew i1/ viuaste/ aenedos/ wmmsal/ Jagiu
D2 : unide/ i/ flewy/ ase/ ma/ ausvasd

D3 : unFew/ sl T/ wiandlas lai/ Swan/ doya

D4 : 8/ @R/ iU/ MaNgAs/ WA/ SmMa

UNS8U

D1 : 30/ UssEney lu/ Feadew/ e/ fie/ n3iseu
anmwwndeumadeus | 02 : 3o/ Unetimes I/ monwg

D3 : vi0y/ 381/ anusn/ wiusu/ 1/ danseu

D4 : Wie/ 18/ S0/ §/ 508/ Tauden

IMNUUINTNTARAMEN FULAAITT “Aae”, “A3”, “N7, “@7, “lu”, “sio”, “au”,

9

“@137. “Au”, “@n”, @nz”, < usmgaluntwilne saluaiuisaendiog1anisdn

]

AANbuLNATS ARINNT19N 3.7

M1597 3.7 FIRENNTARAMEA

AU nsfnRvgAluendls

D1 : edune/ ilew/ axiden/ Wla/ 1
AsHaeu D2 : dew/ \ilew/ viuaily

D3 afune/ e/ duaw/ i/ vinla
DLERGICVACTINGE

D1 : unidew/ lew/ stuadie/ aonadoy/ gnsel/ dagiiu
D2.: unidew/ en/ 99y gaUssasd

D3+ umiFe/ e L/ hanle/ lai/ Swam/ Toya

D4 ; Bafe/ flu/ wingms/ aviad

a
UNk3gU

D1 : 90/ UTSUINA/ NBI38U/ 188/ fe/ NS
'y) =l ' ) L a v ¥
ANNIKINABUNITHITUG D2 : 99/ Uneidine/ Lt/ AU
4 [ o 1 1 oa
D3 : vienseu/ anusn/ widiueu/ la/ unseu
D4 : 1ig/ \d/ 939/ 08/ Il

Tudumaunisas1anaerInig Word2Vec Hu AN8UaIRINYIINISHAALAZLEAR
LONANSARELININDS

AUUAINLATINARIAIYDIAIN “ag” LlBBIUAII1 ‘A7 WunlulusunTy
9ntuAgly Skip-gram w89 Word2vec luatsvinunsanianunuislnalfssluusun lae
A13130UAAITIBENAANENLAINNTUTZINARARIFUT 3.4 UAz3UT 3.5



aq

model.similar_by_word('a3’, topn=20)

[('ava13el, 0.4513567388057709),
("InFay’, 0.3599328398704529),
('meumg’, 0.337405800819397),
('#luFung’, 0.3365687429904938),
(‘anAmd’, 0.33063027262687683),
('@wel', 0.3306127190589905),
('aslual’, 0.31495144963264465),
(‘@weLAT’, 0.3079361915588379),
('umanns', 0.30088862776756287),
("Inauas’, 0.2897532284259796),
('Teusin’, 0.28801798820495605),
("ar3selnad’, 0.2849419116973877),
(‘eilnmTas’, 0.28044888377189636),
(‘ei@ay’, 0.27553054690361023),
('ifnn1s', 0.2748059630393982),
('ananadias’, 0.27435481548309326),
(‘eii5aw, 0.2728964686393738),
('uns', 0.26180605759620667),
("'mewansd’, 0.26095521450042725),
{'m93zas’, 0.25726550817489624)]

Y I

JUN 3.4 dreguadiifidenaneaiuAil “Ag”

Y

model.most_similar_cosmul(positive=["ague', 1lawn'], negative=["11113"], topn=20)

[(laFas, 0.810615599155426),
(‘usseng’, 0.8101048469543457),
(flamad’, 0.7970755100250244),
(“Tasatias’, 0.7921794056892395),
('wihlase’, 0.7682165503501892),
("lama, 0.764640748500824),
('Baes7’, 0.7633863091468811),
(‘Waua’, 0.7627251744270325),
('8u', 0.751206636428833),
('flunu’, 0.7481614351272583),
('nande’, 0.7480083107948303),
(‘duiiwdas’, 0.7479840517044067),
(‘aanannna’, 0.747575044631958),
('mn’, 0.7459218502044678),
(‘enemi’, 0.7453972697257996), i o
(swazdua’, 0.739524245262146), «—y A RANMvnglnaAeiulsyien
('uwsas’, 0.7362083196640015),
('iiaday’, 0.735675573348999),
(‘Wsaq’, 0.7353343367576599),
(‘d1ads’, 0.7333250045776367)]

E‘Uﬁ 3.5 Word2vec Skip-gram

NISAINRUAATNISIELA O IULUUTa8S SKip-gram HnanaUszansninlu
n1sissuinazyususunvasandanunglad dwsunisivusainisiiwesuane Tu
WUUTI809 Skip-gram 1619

a



a5

YUIAVBINAIUSUN (Context Window Size) - Minf19vuaLdn (1ou
, 1-2) Wzdmsuaundesn1susuntnade Tusaenndissvuialvg gy 5-10) wuny
dmiun1sTugauvIneNn ey

YUAYBINLABIAT (Embedding  Size) — YUIATDUINLADILNARAD
ANannsalumsiuganuaEiBeave s mving YuAnNREsIlain1 (Wu 100-300) sfh
Wmaé’wéﬁﬁﬂdwﬁm%’ugmsﬁa%mmmlmjLLammVi%’U%’au, WHABILTLIA AL TUIBAIUT
wndulunnsiln

8131191383 (Leaming  Rate) - AillvangaNTusgiunuLasaya
N13FUAUAIBENIINISS B uTauazanaulonatniuly (Decay) d1unsadelinisilndud
Usaninmaduy

91U7u58UN1SHN (Epochs) - F1uruseuanuanyatdeyalylunisin
WUU1899 91U epochs  Tikilsanadmsvwuuaaslunisseuilaglifinnisseuiiu
d18u (Overfitting)

Activation function - uuushaesiilfudadustainsldifisamely
NMTIUAMNFULOUTDIAMNFURUS TZII A A U UNTBwUluA 1 ¥15550176 Hendunisile
THuitlaidadutiu ReLU (Rectified Linear Unit) %38 tanh (Hyperbolic Tangent) @11150
duemanmsalunisifeuiauduiusisudoumaild luuiensd wu fugnineves
WUUL1809 Skip-gram  WendunsiUalEwUY sigmoid %58 softmax mamiﬁﬁaaﬁ’nmn
wazyiuteadunagiduvesdrusunanzanaudinuie Sigmoid  sinldlunsdluasns
ureuumlugu binary  classification  (49u ﬁ?ﬁL‘ﬁUU%U%ﬁQﬂéf@ﬂV%@lﬁ?) Tuvaue
softmax Midledeinisidensnualenand atesiuiun)

Optimizer — Optimizer Tukuusnass Skip-gram HutinfindnAsusue
hwiinuarlunealuedatieussamifioanawosilsFunsgaids nausuimidnmeaniae
THuuusiaesannsavineusunvesdiavenelaia Joetu over fitting optimizer 1
Adam Hetestudgmisunafeuiitudndu Saduaniumsaiiuuuiieosvihuedeyanis
Anladsnn usvinungdeyalvallalia

Batch size -Batch size IWAWON1IAIUANAIINSIHALANAINYDY

a i . =3 o a & 1 di( LY

N3¥UIUNTTLIEY] 108 batch size vundnevnluaatinuEavgulnTulunsuSuda

mudeya uienaviilinszurumsiSeusiianuruniuuIndu Tunanduiu batch size vu19

Igjanunsaanauiurulunsssusiazdiglinisusuudadmtdninnuadosuinau ud
a1 llunansuauesieauulsUTIUluteyalalifviiiaas



AN3197 3.8 NMsimuaAIsTwesiu Skip-gram dmsudoyaruinian

Wnes ARSI Skip-gram
Window Size 2
Embedding Size 300
Learning Rate 0.01
Epochs 1-3
Activation function Sigmoid
Optimizer Adam
Batch size 256

a6

Mevaanilanguindenndosiuusay Aspect Wad AWIETILAZYN

Ihatlowdu “adsd” vosnsfinull Tnganunseasudnumilanawandlunisisi 3.9

157 3.9 @3UTIUINAIVBILAEY Aspect NNENEINTITIATIENRIE Skip-gram

Aspect IUIUADILAAE Aspect
A3 43
Y
UMLS8U 37
ANTNLIND DY 28

anngNladnuIudINaanndesiuunay Aspect Liundn 8193y

- ! o = a Y o ! % v & )
\Weanand InnulsgleanldlunsBeusidwiulintn uasdniluussloauuudu

3.5 M3EslaAaNaNISAATIERAINGEN

Tugauiies LUumﬁaﬁUqamumaulumiaiwiumaLwam'ﬁ'gmiﬁvmm'}maﬂma
aaﬂasmuﬂmiausmaqmiaa Tusnideiifnvdauioudieu ¢ sanesiiy Ao Tumeudinis
Lwaumﬂﬂawqm (K-Nearest Neighbors: KNN) gnwasatninasiaydu (Support Vector
Machine: SVM) sladluiisaundniug (Multinomial Naive Bayes: MNB) wagt1dal (Random

Forest: RF)

v

UN 1: NISAIUVBYA

T3 NSeSe T auag 8T N SEARLUUNALI LN ST ST
Y q

AAwIgaungn (Dictionary-based Maximal Matching Method) @an1sfinAwuuilay



a7

firsandadlunng sUsvundululd antussidengluvuiladiuiu “dAr” idesiian
gndveegty Uselon “AuAsaisuasllsn” aunsadnela 2 sULuufe

sULUUT 1 Aal/ A3/ @e/ uag/ 1in
SULUUT 2: AaiAg/ dde/ uag/ 1asn

a v o o v A = v I o | v o a'
E‘ULLUUV]I@QWU'JU@WU@EJV]Q@Q%Q?]La@ﬂ muumﬂmamﬂmimmﬂﬂugﬂLL‘U‘U‘VI 2

Y
[

aggniunld nUITYIINSARAInen AsiuIInAIed1sUselen “AuAsatgLaznsn”
HadnsnlallavimsinAmeaudaazls auAg/ ae/ 1sh

& ] v 4 90’ L
Wi 2: Mmsuaastannuuaznslidiniing
R9INTUN 1 wiazAuAniiuszuanslugluuunnees Senan

Vector Space Model (VSM) #19819n13nilonansanunsauandtaninisnsi 3.10

AN5197 3.10 FIBEINNITHNUBNANTAIE VSM

[out
g c = o % &
%r aé é = § av% "§ ;% %’ E a§ é Class
&
D1 1 1 1 1 1 0 0 0 0 0 0 0 YES
D2| O 0 0 1 0 1 1 1 1 0 0 0 YES
D3| O 0 0 0 0 0 0 0 0 1 1 1 NO

1. Faeg19nslndmidng e tf-idf

9ndoyad1afuagiiudadiendnsviavun 3 1ona13 WouIuIAILINIA
UMMTNABANNT ¢f — idf ILaUNTOLENIVURBULARIL A

5 al 1 A & = o | o a [l :,I | a

Jupaudl 1 : wA1 ¢f Mluanunvesiidasaneglulenansiug Imud

o
[

A3
YUADUT 2 WA idf ABNITAIANFIUNSUTDIAAZATIULDNAITHUUS

ANSANIUNN idf Ynlalagltaunas idf = log N/df 198 N A

IUIUBNATNWUALUARLENENT baE df ABTTLIUBNANTNLAINYT Y5 INgeY Uazdanse

AIUINIAT idf Lenalluntasli N =3

idf;]mmg = ]og(3/1) =0477
idﬁiﬁn = ]og(3/1) =0.477
idf;wau - ]og(3/1) =0.477

idf; “10g((3/2) =0.176



idf;l‘lﬂ

Ldf o,
Ldf iz
17—
dfa,

{d 00
idf...
idf...,

~log((5/1)
~log((5/1)
~log(5/1)
-10g(s/1)
~log(5/1)
-108(s/1)
~1og(s/1)
~log(5/2)

YUADUN 3 : ANSATUIINAN tf — idf
luduneutlazidunisiieddn of Aldgandiuan idf wu

= 0477
= 0477
= 0477
= 0.477
= 0.477
= 0477
= 0.477
= 0.477

a8

luenansi 1 agwuen 5 A1 fie “AmAs”, “thin”, “geu” , “A” wag “un” lngdAmaiiin
Usingluenansi 1§ of 1D 1 waz 1 ey Wethumen ¢f — idf 9zlonadns

samaluil

idil

Y vt
idf
idfv"yaqﬁ‘w
idf,
idf

Tuenansit 1
luenansii 1
luionansii 1
Tutenansd 1
lwenansi 2
luionansdi 1
luionansi 2
Twenansi 2
luenansii 2
luanansii 2
luenansi 3
luenansh 3

lutanansn 3

wARILARIN1SI9N 3.11

1x0.477

1x0.477

1x0.477

1x0.176

1x0.176

1x0.477

1x0.477

1'x0.477

1'x0.477

1x0.477

1'x0.477

1 x0.477

=1x0.477

= 0.477
= 0.477
= 0.477
= 0.176
= 0.176
= 0.477
= 0.477
= 0.477
= 0.477
= 0.477
= 0.477
= 0477

= 0.477

FATU NANTATUANAT ¢f — idf VDIAILULAAZIONAT @150



a9

A1519% 3.11 L@AUBN@ITNSIUNNTINAIY tf — idf

<
ad [ = 5 g [
<« e = < = ﬂi/@“ z (= e = I
@ = [ (84 = —o @
g = @ = g = ;‘g @ aé s 3 Class
s
D1 | 0.477 | 0.477 0.477 0.176 0.477 0 0 0 0 0 0 0 YES
D2 0 0 0 0.176 0 0.477 0.477 0.477 0477 0 0 0 YES
D3 0 0 0 0 0 0 0 0 0 0.477 0.477 0.477 NO

2. a0 19nslndming g tf-iem

lunsuman if ARBNNSUIAT If WUULREINUAY Hfidf d1uduni15v8s igm

Wefigmt,) = tf (tudj) X (1 + A4 xigm(t;))

Y o

anunsonanalaeadl
fi1

igm(t) = e
l ;n=1fir xXr

= Y @ £ o Aa o PN a a o w
e £, wansliiuiednuiureuena1siiian t luaanadn r-th wazdinsisesanauainuinld
wos Tuvnieh £, suansiannuduedal ¢; 1usinglurana

dmsuluaun1snIsAUIUNAIUIRINLUY triom  gdinslusnlsuanai (A)
W a L4 o Y . .. { v oA o o W | )
Dueduusgandiuiuld (Adjustable Coefficient) fignldiieshwaunaduinsszninslade
n1euen (Global Factor) wazladuaaelu (Local Factor) luihwinvessn laeialuan A 2y
o vl a v b4 a ! [ 1Al ~ 1 < {
gnivualin 7.0 wsglunate ) ©uidelnanufnindueivigauinan ogrelsinue
A anunsanmualvieg seninedn 5.0 §9.9.0 Bsauns tigm aunsauandlacail

We ity d) ﬂammmaam t. inuluendds d; N15MIAUART A = 7.0 3
aIALERITg e S AAuAN AN YesA “QauA3” MY tf-igm gavadd

d‘ a v d‘ o !
LUBNATIUNYBUAITIAFATINNN 3.9 LagN1TNINUA A 7\. = 7.0 9g@UTOLUER

(%

Aeg WM IAIUAUIMINAEIATIN. “Aaiag” e tfiem lnRail
Wef—igm(ee i) = tf (to &) X (14 2 X igm(t)

fu
Wtf_igm(t:‘m]mmamé“) = tf(t“ dj) X <1 + A X m X1

r=fir

1
Wy o =1 X|(1+70X—<—F"—<
tf lgm(t:“nmmmam“) ! <1 70 (1 X 1) X (0 X 2))
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Wef—igm(tomgmman) 8

v
[

Ui 3: n1sadlunalivenisAasiziauiindledanaiiiunisiseuiveg

WA5D9

dansudeyanldlunisairclunaiion)siasiziniuianilfedaya
a A = a @ a ° a 2 & o

AnuAaiulugan 2 FuluanuAniudeuindiuig 450 ANUAAWIL WazANUANLIUTEY
230 anuAiy detuitelililymdeyaldauna (Imbalanced data) Fwwnetisaniunisal
lugadayandmuandiedrdlundasaanaldivindusgiauin Fedmalvlinatanilavsenaie
ANanNIwINRIBgtssnllelisuiuaanadue luyadeyaligdnu dllaunsodwans
Uszansamvaduinanisiseuivennie lesanlunaealuudliunszyiun gaanani
fegraunnalarniipatanifiegnates fauunisanwdiddmufniudeuindiua

200 ANAAAL WazAuALALTIAY 200 Wislideyaluudasaanadinuauna

lngdanesfiunltdlunisfinwmdmiunisadranensitasigiauian
mudanesiiumitieuivenioslsznauluimie

1) duneudsnisieutinlngiign (K-Nearest Neighbors: KNN)
auyAdesnsadislananisduunienansiiienisiiaszsideya
WU 2 ngude mnuAniuduuIn wasmNAnTiusuay augAfiruaAT k =5 Tufe
Mendsnmsdszinanadeyauds azfinnsandeya 5 susuusnilegng x uniian

auyAbidionasnisdiuunaiuidnainenaisninudafiunuy

fomnusiovmn 10 tonans fio

D1 : AuAsARuATnieud1lady

D2+ AuAsADURuTutlevunFeuaIau

D3 : aeuidiovniiffuaionsyamss

D4 : AaAzesUNgUlaALTldng

D5 : pggassalalatiniseuvinnu

D6+ AzkliUalemalvidniSeudnany

D7 : AsldlamrmzauiFeuLn

D8 : AgREBUEALgIINtUMeE

D9.: pgFeuARTANk

D10: Agaeulid
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o o

nsfvuamimesTidfydmiu  KNN annsouansliasieil

" Sruuveaileuthu (K): yedeyavundneiavilinisiden
A1 k figaiiulurinlugnis overfitting ve underfitting ¢ Inesialy ¢ k fivsnzannisiden
Tt ulalsAulauvinlifluealaste “noise” ’Lwﬁa;ﬂamu%’aﬁmaauﬁm 3,5 uway 7

B 35n1A1UINITeEnAIe (Distance  Metric): 19 Euclidean
distance dusun1sTakunaINianantenarsteninuauisatandlalaenisldnaanue
vastearuduianines dsaunsananimiundisadasnitaenaslicaenisAiuan
sspphesEriannoivestoniaass msld Euclidean distance lunsduunauidn
o1aiAesTuNsinszayissninaenansiugaguinans (centroid) YeausiaznaNo1a]
yieruAn 1wy van vike au o wunitenanstuiiarwidnlauiniian

mwé’qmmm%wﬁaga ANSLNULDNATS LAZNITIAUNNTNAIAE
thidf kA aNaaNSAINwaRIlUAIS199 3.12 way 3.13 AUd1sU



10¢°0 0 0 0 0 0 0 0 10¢°0 0 0 0 0 0 10¢°0 0 0 0 0 0 01d
0 0 0 10¢°0 0 0 0 0 10¢°0 0 0 0 0 0 10¢°0 0 0 0, 0 0 60
0 0 0 10¢°0 0 0 0 0 0 0 0 0 0 10¢°0 10¢°0 0 0 0 0 0 80
0 o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10¢°0 JACl

10¢°0 0 10¢" 0 0 0 0¢’ 0 0 0 0 0 0 0 0 0 0¢" 0 0 0 0 9d
0 0¢’0 0 0 0 0 0 0 0 0 10¢ 0 0 0 0 0 0 0 0 0 0 sd
0 0 0 0 0 0 0 0¢’ 0 0 0 0 0 0 0 0 0 10¢°0 0¢" 0 va
0 0 0 0 0 0 0 0 10¢°0 0 10¢°0 0 (0 0 0 0 0 0 0 0 ¢a
0 0 0 0 0¢’ 0 0 10¢°0 0 0 10¢" 0 0 10¢°0 0 10¢°0 0 0 0 4¢}
0 0 0 0 0 0 0 0 0 10¢°0 0 0 0 0 0 10¢°0 0 0 10¢°0 0 0 1d
. N 5" ~ - %) b S D N .nm_v AW 5 2 e Se Lo & 2 'm
Sl el g | = S 2| = |z |2 |4 |3 |8 Sl ™ 12| .5 | T | 2

gk RLYLYUTLKLIKIELURY] NN mmmu_,nrm\@@\_wppjgmh@@Rrﬁ@wrmcgCrm.vcmmnrﬂ@_%nrwgerCQKJ@@JRH cl'e UBLELY




OoN 8690 0 0 0 0 0 0 0 0 0 10£°0 0 0 0 0 0 10£°0 0 0 0 0 0 01d
oN 0 0 0 8690 0 1 0 0 0 0 100 0 0 0 0 0 100 0 0 0 0 0 6d
oN 0 0 0 8690 0 0 0 0 0 869°0 0 0 0 0 0 1 100 0 0 0 0 0 8d
ON 0 8690 0 0 o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 ,.d
oN 869°0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 9d
soA 0 8690 0 0 0 0 0 0 0 0 0 T 0 0 0 0 0 0 0 0 0 0 qd
saA 0 0 0 0 0 0 0 0 8690 | 8690 0 0 0 0 0 0 0 0 0 869°0 1 0 vad
soA 0 0 0 0 0 0 0 8690 0 0 10£°0 0 T 0 T 0 0 0 0 0 0 0 ¢d
saA 0 0 0 0 1 0 0 869°0 0 0 100 0 0 1 0 0 100 0 T 0 0 0 ca
saA 0 0 0 0 0 0 0 0 869°0 0 100 0 0 0 0 0 100 0 0 869°0 0 0 1d
wop | 5 | 5 | 5 | g | 5 lale  BobE B la e 2 5T S Ss s |2 | m
ee

1]

JP1 = J7 RLYLYUMALIAIELURW] NNY RLUIELLUCHNNTNMAISYIELLLELEUGTULLULEILLUMALLYILELUCIIBLINE CT°C UMLELY
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AYNFIINATEUTOYR NITUNULBNEATT wagNITITIMTNAIAIY tf-idf
e wnwesvedenasnlaseuieassliaan sTunenalsaag KNN Inefidunousail

[

JUABUN 1: AIUAAT k - Furoun1snmual k \unisiruaaie
TG dudmunglunsidenailndfesiudeyaiiawls lagan k ifvusdesduiavd el
Wsunsuannsaldlunsdndulalain x nasgnineglungula lugadoyavuinmanersiinln
nsidend k Nganuliinlugns overfitting s underfitting ta taenaly A1 k Auwangay
a v o M 1o a ° ' « . v au & a
msdentiien walddniuluawililuiaalise “noise” Tudayanuddeinaasunan 3, 5
wag 7 f fadulums@nenil 3@ IMENSIMURA k =5, k = 5, k = 7010a1EU

TUABUT 2: AMUINMNTEEENTENIN x Autayannsiluadadayanis
AuIAsEYENNTEIdeyanaula Audeyannimluadideyavglinisiuinssesnaig

Euclidian distance

E(x,y) =

i(xi - )

i=o0

e E Ao sraen1esenineendls x nu y saduenaisidu
centroid 138 Center Point

b

x, D AMANYMLN | VBRBNATT x

D

o = = & A & R
y, A9 AMANYUEN | VDIBITUBNEIVILUU centroid

Faonans x azgnilSoudieuiuieonans y My centroid

&

(%
[

TUADUT 3: INTLIRRUYBITEEENS - LT TATTEEN N TENINToY A

auly x Audeyalupdidayaasadeuios axlinsthszerneninlaunSesdiduanszezn
MlesvanlUmunniign

& = a o g val Y A o o °o w

JURoU 4: NA130NYeYRTlNaTER k 73 - 1iBYI1N1TIALTEIFIR UL
STEENIUAILLFONAITEUEMINLRLNGATIUIY Kk FHIUINIITAUIMIAINDY LYW D 1MINAT
k = s fazidendeyasinainui 1. 81 5 uafiersan

Funoudl 5: fua Class Tfudaya x - e Class Tifudoya
wihlnenisiansanindeyaduau 5 fiieglng x sniigaegngulatihe iy fdeyalunga
i 4 Fd1uau 3 7 eglungu 5 9w 16 Lavnguil 2 Sauau 1 i sruuTsindulaliteya
x oglungudl 4
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New example
to classify Class A

o Class B

SUN 3.6 FegeNsIuUNANNIANIINLENaNSIEle k=3 uay 7

1 =3 a v % ! 14 A 1 4 a o J
’eJEJ’NliﬂGY]lI UYBgLNMINILaBNAN k UE]EJLﬂUIUEJ’]R‘IR‘IBVIWIm’J@@

Usganinmanugneesgs uwidaideaaiiaildlunisuseuianareudieuiu insizn1siung

v A v ! o = =~ D o v = Y o U a9 ya
Toyatiiuiniazerdenisideuiisuteyalmidudeyaiseuiinuau k mieglndign
2) dapludisaundniug (Multinomial Naive Bayes: MNB)
Tunsadrslumaiion1sduunienans aulunnsendegauszand

ndanesiunvnuudnuduildlunisiawunanuidnainienaisaauAniuuueniy
Ingduundayauuy 2 naude nquiliaamAnmuluuin waznguidanuaniuduay

dmsunsussenalddanludoaudniuglunisasidunaiinisd
LATIENAINTAN N191EmTNENAYAD Alpha () (Laplace Smoothing Parameter) Alpha
< a & o [y [ | . =~ [y o 1 <
Wunsilwesdiniun1susuiseu (Smoothing) &stieUasnuilyminisAuiuninuuiazidu
Juaudlunsdiifmionuanvurunegislivsingluyadeyanisin avaludmiu o eg
531379 0 09 1 wendeuldre 1 aeiulusuideddslden Laplace smoothing = 1

aunAdalbionarstumisned 3.9 Wudeyagadeu 3wtuILans
JuraunIsasalunaliion1sILuAAIUANIUL AT

o
o/

Fupeuii 1 : wAhi1asduvesusiaznaIas

9INANFIT 3.9 oAt 3 LONENT nansTidunand yes
$1U9U 2 ena1suasiona1siiunatd no $1uaY 11oAANT @N1SAFINIIAIATAIILLNDE
Huveusazaardldainaunisy 1 nadnsailiuanssnsnsd 3.14
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A1 3.14 FurAIAINLzIduTRILsazAANE

AAE NAGNS
n 1 + Count(doc, c;) 1+ 2
o) = -
yes Total of documents in corpus + NumClass 1+ 3
= 0.75
n 1 + Count(doc, cj) 1+ 1
P(e,) = _ -
no Total of documents in corpus + NumClass 1 + 3
= 05

P
a <=

TuPouUd 2 : vInINsures “A17 Nasindulunsasnala

a1l 3.10 deyaunaou dlugsdiiionmn 12 /1 1w
AmAg, thin, @ou, &, 17n, Lew, undeu, Aeutreen, ayn, FesSeu, fou, azen diiny
Tumana yes $1uan 9 #1 1dun aeg, 13, deu, &, 1n, o, ey, Aeudnsen, ayn
ffinulunad no 71U 3 M Feusew, o, avern laerraunlainnsliims Uy
tf — idf LIl @1snsamuaadlaainadnis

Y(tf —idf W), ;) +1
ZweV(tf - idf(W)Cj) + |V|

P (wile;) =

o X(tf — idf (wy), ¢;) ABNATINVDIANINTUNALUY ¢f — idf V09
A1 w, lumaia c, TUVUEN Doy (tf — idf W)¢;) ABNATINVBIANUMUNWUY tf — idf VOIA
Pavuannulupana ¢ INANNITVNAL AUIUIAIINLIIE T UTDILARE “A1” Inuluusay
AANE @1uNsaAUlaRaT

P o { 1 [ 1 « O 9
AN 3.15 NMTANUIUAIAINUUIALLUUYDALAAE “AN Imma ¢

p (Wilcyes) P (Wilcno)
P(ﬂmm c ) 1o foi3 - 1 -
- _ i +o = = 0.074
= oo P(voafinu| ) 12 + 1.43
P(Liﬁn|c ) e +o B - 1 -
ves _ _. P(%oulc = = 0.074
S 0.061 (Soulcno) 12+ 1.43
P(ﬁaulc ) 1o - ] -
yves = ——— = 0.061 P(azen|c = = 0074
i ( | no) 12 + 1.43
P(?\|Cyes) = L = 0.123
12 + 4,168
P(il‘lﬂ|Cyes) = & = 0.061
12 + 4,168
Z
P(mam|cyes) = L = 0.061
12 + 4.168
P(uwaJu|Cyes) = L = 0.061
12 + 4.168
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P(ﬂ'awﬁ’wmﬂ|c ) 0o+
yes = —— = (.061
12 + 4.168
P(ﬁuﬂ|c ) 0o+
T -yes = ——— = (.061
12 + 4.168

3) Ungu (Random Forest: RF)

RF 1Judane3dumsisoudveindesiiegluuszinnues Ensemble
Learning  Fwheinlasnisasiavats dulinsdadule (Decision  Trees) uwavnauNa Iy
nadnsanduliimanduiievnsiuteiindy lunataunsolddmsvanuianssun
Uszian (umsiiessiannuidn RF anunsaldifieduunannuidniudonnuinduuin au
vionans Tasduegiuiovuastomnu RE udaneisuiinsaduasiauanusalunis
Famsruyndeyaifinnusudeunaraudnuuziitifings Mldmngdviununsingey
AN3EAN yonanigsiauansalunistiesiu overfitting leadaioutunistsulsinng
Fagulafiosfiuiion lunisanuildulsidnauledidonldfe CART (Classification  And
Regression Trees) iasannifusuldnisdndulaiildtuegiaunsvatelunsads RF

lold Random Forest dmiudmiunsasisluimaiion1siinses
ANUTANLUY 2 NgY (WU vInkazav), N1sUTumiwesedaumingavaunsatellung
yhanldftunasdaruuiugigeiu visdaugesnsdweiudnluluing RF Aidosnisfinnsan
anansauandldifianned 3.16

AN5197 3.16 WISAMSUANIULLAS RF N19899n15N15NE1RTUN15a5191UmaLiNe
MIIATIzANSENLU 2 nquiedayaruiaiin

REROE ALY Aeevald | ANl
AU

2 3

uuduldludy (Forest) Anflasduena
_ Preifiunuusiugvadlueg uafiili
n estimators < A 100-200 100

- NAINTRNBUTHIAZAIUADINNS

PUILAINUI WALV UTUA L

ANANgIAnvRIAaz AUl n1331RAIY
max_depth anvesduldaiuisagaedasdudgni 3-10 3
Overfitting

FuAUENANTTUAN TN UEMSUNITUEN
min_samples_split | 11 (Node) n1stiiuaA1laIu1sayae 2-10 2
JosnunisinsuldAdudaunuly

Snumegstuinsndulu Leaf Node
min_samples leaf | nastiinA1datuisagielilutnaiingig 1-6 2

NUMUNINTULAZAANTT overfitting
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IUIUANANYULFIAATNIIT NI TN
max_features Nndazlnun A1laNIT0dINafanl1
wiuduazanuidalunisilneusuveslung

sqrt(3U | sqrt(108)
AMANYE) | ~ 10

N34 Bootstrap Bamples Tunastlndulsl
bootstrap TneUnfudrmdazilu “True” Femnedis | “True” “True”
nsldnisdusiiegnaier nsuldiusazei

nsUfuniivesnaiifeserdunisnaasiuasnisUssiiunaio
mAfiingaudniuyadeyanaraiuiiaiziniuidnianizvesau tasesiiendis
GridSearchCV %38 RandomizedSearchCV lulausns Scikit-learn  aunsagglviaum
Amdimeifinanldlagsalusa

1N max_depth ézfaﬁfquﬁulﬂ lunaenaseuseazdunkarAINY
Anundluteganisiineusuauiull Ssenalugdammnisiunedeyalmiilsiusiug Tums
ndufu &1 max_depth  #sliduiAuly Tmasonaldannsadeudrmdudourestoyald
\ieaneriluglamn underfitting Tnettlu3sernilseming 3-10 Tunsdiideyaiivumdn

A1 min_samples_split d1m5udayazuintan ﬁLLuzﬁ’lawagj
sewrins 2 84 10 eitlinsgaiulunszoratestuldlid uldifulaldifsmeiagnsiad
ANUfuTauYRITRYA

A1 min_samples leaf  7vangaud1nsu RF ian15iiase
AUSENLUY 2 nau Medeyaruinidn Auuginonsegludis 1 84 6 Mskeaiifinduee
Hglisuliifianuvuniudenis overfitting  Tnsn1stesduldlvlinisseuideyatinousy
HIRPIEREANTIIAY

A1318eAA" max features dm¥udoyavuinidn oy sqrt
(Sruunmdnvurimue) Wugassiu egalsfiniy mndeyadvuindnuinetafiansan
nAaDsRIBAWANTT sort (Furuandnumy) Weaaaududoutasudasiuldl nsde
Amsfine Fog M s s tas U Ul TUsEAns nwwesluinauag Uosunis
overfitting lnsianzegsdsluteyavuinidn

4)  FNNIIANNLADSUNBTY (Support Vector Machine: SVM)

a a

SWM  iludanestunisiieuivesaiedifivssaviaimguaziving
AMTUNUATIUUNYSEAY,  FINAINITIATIBAMNUIANLUY 2 N (UINKAEAU) Uil
SYM  azansnsasienuldAiugedeyadiflutnlng udfaansavinuiugadoyavuinidn
dlosanaruanunsalunism Hyperplane ﬁaﬁlﬁjﬂLﬁ@LLSﬂ%@NﬂﬁIUﬂaﬁaﬁhﬂ‘] nsideniAes
ua (Kernel) Twmungay (Wu linear, polynomial, RBF) fA1udfAgymneUsza@nsninves
Tuna SYM  Tunnsdinunausdn inesiuauuy Linear  e1amsnzdmiuyndeyadi
anududousuazdoyaiiiudonin fefulunsAnuiiadonldinediuauuy Linear
W fmesiiddyres SYM fastrslildlinaiifiussansanléun
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4 < v A A a o o o
wesiua RBF  ludndennfleudmiunatg Jgyminisdwun
Uszinmnillasainauaiunsalunisivaduduiuslidaduludeys egrdlsinny wresiua
Linear aralusideniindmiuyadayarumaniinududeouligauin

WISAMe3 C (Regularization parameter) M3Buduse C i
(9w, 0.01, 0.1) @ansataelidlailumadiladnig overfit we underfit wael e C ¢
Tunaay Penalize onssruuniiinnaintiosas sililumaiinanudsuienniuuass
Tena underfit 11091 agndlsfinunsifindr C esvihegsrveidudoslu @y, 1, 10,
100) wazdanamaiUdsuudasmasssAnsnmlieg a1 ¢ figsduaylieuddyiunis
$uundoyaiineusuogrgniesnniu udfienainlugnis overfitting Tagvtaly AniFududi
Huiifeudmduen ¢ Angnldiugausulunismaaesdo 1.0 1eeanlinng trade-off

TEMINANURLINEIVBINTTUNLATARINREUBYRlUAATIANAa

A1 Gamma Tuluee SYM dunumdAglunnsivunueulenved
n3dndule Tapen gamma figaazvinlit “veuivn” vesmsindulasinnuuay dee1avilug
n15 overfitting WausdiAn Gamma fimasyild “veuian” vssmsfinaulaninety Fie1a
thlUgnns underfitting AnSudufiunsafagnlife 1/(31uauamdnsusludeya) dudy
WiBLAURRdmTUNTRaDs

m3199 3.17 sdmesudnluliing SYM diFesmsiiansandmiunsairslnnaile
NMI1ATIENANNTANUUY 2 NaurEtoyaIwIALAN

AN
a 6 o w Y PN | g Y
W3 AEALY Tagynlun | Andild
RV EVQETHY

s o Y a d’lj a [
wasiuavimTnmUasUNung N Yoy
(feature space) \AulUdunnnanwuy
Indiinsaunyseinne1aladegdunse .

W e b . ] i Linear
Kernel fusgdnsnnaina Lesiuatiglin SYM - RBF
o am 138 RBF
ausauendeyanliansanenlalag
dunsdluiiuinuanuvasfuld 3aduns
YYIIANNEALNTOVBS SYM D8193n

[~ 1 d'd o
JuendiunumarAglunisaiuay trade-
off $¥1I19NFAFT1LUUIIABINLSYUINY

C (Regularization o -y b ,
(wagmlulandudeyanladingiiuinnon) - 1.0

parameter) Y . v o o y
LLa%ﬂWiiMﬂ'ﬂMﬁWﬁ@ﬂ‘Uﬂﬁi"mLLUﬂ“U@?;IJa

HnausuegagnAewIniign
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o da .. s 1/(R1uU
Wumndunumddglunisiivun o 1/108 =

Gamma (}) o o AAN YUY
YRULINYBIN1TAREULY N 0.0092593

ludaya)

3.6 M13INUTEANININYBINIAANGNLBNEIS (Model Evaluation)

Msindszdndninvesiidanguienans Uszliiunsiineiy gUAIINTAN
Tuuuy 2 47 fle §2uan (Positive) uagtaau (Negative) Use Luuiumal,washﬂumiwmau
lonansneunslultauaisilaevily sgldinadaunsgrudionldtuograunsvans 9
38N91N15IA AIAIUNABY (Accuracy) A1AINTEAN (Recall) N1TTNAIAIINLLUEY
(Precision) UagMs3nF F-measure augiintoyagamnasuiiionansvisau 200 tanas oy
finansviunenauvestoyadsfinanslusui 3.7

Predicted results

Yes no
yes tp =120 fm=10
Actual results
no fp=20 tn =50

JUN 3.7 fagmansvinngnguvestoyayanaaeuiiibaninig Confusion Matrix

NFIBYNNANTYIMUENGUVBITOYAYANAADUNLANIMIE Confusion  Matrix
Iganusnenmog 1IN sAladesalUl

3.6.1 mi"i’mr-i'm'mugnﬁm (Accuracy)

AuAly YanaaeullanalsNIMuAIIuIN 200 LBNA1S 31NATTI
Confusion Matrix Muanafagui 3.8 aursauInlanaunIsn

yirot TP+ TN
C“=TPYFP+TN T EN
120 + 50
Acc=———
120 + 20 +50 + 10
Acc =0.85

1NFIBYNTAMINILNUT AIAIINNADIBEN 0.85 MU1EAIINTN
Usy ﬁw%mwimmamaﬂmmaLﬁamiﬁi’ﬁLLuﬂLaﬂmiﬁmasqmmmaauiﬁgﬂﬁaqagjﬁ%faaaz 85
vestoyayavnde o

Y
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3.6.2 Mm3inaauszan (Recall)

AuYAL wiavaaadionansdIuIL 100 LONaNT B95INT9EN 200 Lanans wazlu
n1sdtnunienansenludfsiaunelagniesniuni1uase ¢p) wazvinuneia (fn)
zannsamualaINaunsy 5 Aesiolull

tp
Recall =
tp+ fn
120
Recall =
120 + 10

Recall = 0.9230

Nndeg M IAIMAENUT AANsEENegil 0.9230 MH1BAINT LonasT
aseglunand yes 1349 tu lusaiionisduunionansannsndhuieieglunaa yes 1¢
anfesuasasaiuanuiuateegiitosas 92.30 Fauansilunalunissuunionarstud
Usyangnn

3.6.3 N15INANAMULAUUEGN (Precision)

ALY winzAanadilanalsduaL 100 LBNAT FITINNEY 200 LaNAT Wy
Tunsdwunenassnludfiuelagnaeewiumiuase (p) wasyuIeRa (fp) agause
AIlaNELNNI 6 famelUll

.. tp
Precision =
tp+ fp
— 120
Precision =
120 + 20

Precision = 0.8571

1NAIDE1INITAIUIUILNUIN AANMLIUEIDEN 0.8571 NuIyAIUIN
lunadruunenansaiuisaiuienguiluaaid yes  daAugnaesedfisosay 85.71
wanailamadsnadtiadsiug lumsRlunayalunaia yes g

3.6.4 N15IAAT F-measure

AN F-measure A9 HAKAYITLIINIAIAINBIUEI AT AIAINUSEANAINIT

Aurailaann aeselud

Precision X Recall
F —measure =2 X

Precision + Recall

0.8571 X 0.9230
F —measure =2 X —
0.8571 + 0.9230
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F — measure = 0.888

0.888 “#UIYAINUIN
2yaY 88.88 LAMIIN

F-measure ®

b4

7
75

Tubnasnlun1sawunLe
TULAALUNITIUN

g
Y
g
Y
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uni 4

NANT1INAEBY

AnuYINISuTsENAN YIREUAY

4.1 Yoyanldlunisnaseu

DGIREIRGH
Adusu gnrneentuluduneundieivyfnienysgleanasssuinuianvesnselen

L 4

(%

[

) a @ ™ v o v & a
dmiuteyanudAniuluyed 3 azgnldiluyateyanaaau WuauAniuyes
200 A uAniL Ine “nguAl” Tiliuanaviseieadaeiu Aspect 1w Andiou

W Usglen “@aumginsn idemaun wivieaseusen” A1 “us” avgndneenly

M13N7 4.1 g etayayanaaey

- v o : 0
ID ANEARLIuaNTING oY Aspect Useloavesiaag Aspect e
ANN3EN
1 | AuAgiisnuazaausann A3 ANATUISNLAYARUANIN Positive
& . )
Ll.;aujquMLssJuﬂauma&nﬂ UNLIBU Wemluunissunout19e1n Negative
NodlSUUTOU . —
ANNIIRNADN | ViodlseuTou Negative
2 | AuAzuIsn Wevnaun us A3 ANAZUISN Positive
NoASUUTOU = 7 ”
UNLIYU bUBNNEUN Positive
ANNRNRRY | YodauSoU Negative
3| AN Lievnenn A3 AFAIN Negative
ISR WoweIn Negative
ANNINADY | - -

A15199 4.2 uIuUszlealunisnegeu

Aspect UIUUsElun
A3 200
UTLS8U 103
ANTNWINA DY 98
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NATNN 4.2 @un5011u1a519m1519 confusion  matrix Tulisiag Aspect  1da
AT 4.3

M1599 4.3 M1579 Confusion Matrix d113U Aspect A3

Predicted Predicted
Positive Negative
Actual Positive TN (87) FP (13)
Actual Negative FN (15) TP (85)
msiafanugndes (Accuracy)
Acc = TP +TN
TP+ FP+ TN+ FN
Acc = 87 + 85
87+ 15+ 13485
Acc = 0.86

fatluA Accuracy Ae 0.86 %38 86%

[ 1 =
nsinAAmsEan (Recall)

tp
Recall =
tp+ fn
Recall = 85
e =85+ 15
Recall = 0.85

fa1u A1 Recall Aw 0.85 %158 85%

N13IAAIAINLIUELN (Precision)

o tp
Precision =
tp + fp
Drecisi 85
recision = 5113

Precision = 0.8673

AaUUAT Precision Aa 0.8673 138 86.73%
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N159AA1 F-measure

Precision X Recall

F —measure = 2X —
Precision + Recall

0.8673 x 0.85

— =X —
F—measure = 2X 58673 + 085

F — measure =0.8586

AatUAT F-measure (F1 score) A 0.8586 #1598 85.86%

M15°99 4.4 »1579 Confusion Matrix @1%3U Aspect UNLI8U

Predicted Predicted
Positive Negative
Actual Positive TN (44) FP (8)
Actual Negative FN (10) TP (41)
msiafaugnies (Accuracy)
- TP +TN
TP+ FP+TN + FN
Acc = 44 + 41
44 + 10+ 8+ 41
Acc = 0.825

FatiuAY Accuracy Ao 0.825 %39 82.5%

[ 1 =
nsinAansean (Recall)

tp
Recall =
tp+ fn
Recall = =
T 10

Recall = 0.804

srati @7 Recall Ae 0.804 vi3e 80.4%



nsinArauustiugr (Precision)

. . tp
Precision =
tp + fp
o 1) 44
recision = 1418

Precision = 0.837

AaUUAT Precision A9 0.837 138 83.7%

N1590A1 F-measure

Precision X Recall
F — measure = 2 X

Precision + Recall

» 0.837 x 0.804
0.837 + 0.804

F — measure = 2

F — measure = 0.818

faUUA1 F1-measure A 0.818 130 81.8%

M7 4.5 »1579 Confusion Matrix @1%5U Aspect @A NLIAA D

Predicted Predicted
Positive Negative
Actual Positive TN (44) FP (8)
Actual Negative FN(11) TP (35)
ﬂ’]‘i%ﬂﬁhﬂ’mugﬂﬁm (Accuracy)
TP+ TN
Acc =
TP+FP+TN+FN
Acc = 444 35
T 4a¥11+8%35
Acc =-0.8061

FatiuAY Accuracy Ao 0.8061 %30 80.61%



67

[ 1 =
nsinA1ausean (Recall)

tp
Recall =
tp+ fn
Recall = 9
=it

Recall = 0.8462

fa1u A1 Recall Aw 0.8462 58 84.62%

nsinArAauutiugr (Precision)

.. tp
Precision =
tp + fp
Procid 44
recision = yYRET]

Precision = 0.8

fauuAT Precision A 0.8 #1358 80%

N159AA1 F-measure

Precision X Recall

F —measure = 2 X —
Precision + Recall

0.8 X 0.8462

— N S —
F —measure = 2% 590 8162

F — measure = 0.8214

FatUA F1-measure AB 0.8214%39 82.14%
4.2 wan1suszliun1sdianguuseluaiiaanndasnu Aspect fae Similarity. Analysis

NNASIRIVDIARE Aspect TIlaRNYaTeyadl 1 9vgnldidu Aue (Query) tieldlu
n1sitATIEmiiedanguuseloanagnadadnu Aspect LAAZAININTEA TIN18NEY
NN13UsELiUMe Recall, Precision, F1 wag Accuracy WMRaN1snaenadl
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M1519% 4.6 nan1sianquUsElenfidenndeiu Aspect si99 fae Similarity Analysis

Aspect Recall Precision F1 Accuracy
A3 0.85 0.87 0.86 0.86
UNLIYU 0.80 0.83 0.82 0.83
ANNLIAABY 0.85 0.80 0.82 0.81

M3197 4.6 Lansliiuinadidvedusas Aspect Museansamlunisdsuunyselen
Naonnnassiulsas Aspect lragrsuinaela agrelsiniuanuianainfiinnueaaziiles

11nnuelslenennrenisiiarsamszidulsyleniaenmandiu Aspect

11NN3I0

1 Aspect LU ¢ nmmﬁauas/”lwmzwwmmﬂa‘uafm ALN” N3B vaUsyloadulselen
‘ﬁsﬁ’mwmﬁaqmﬂﬂmsuausuaqumwumaﬂua Wuduassaldilfudsslon wwu “A3 An”

o1 lumsiinunilld white space TumsuenUszlon feufufiasinusslonldiy ¢ ‘a3

bbele ﬂ@ 7 sZN‘Vﬁﬂ(ﬂi’Nﬂ’]{L‘MLﬂﬂ?"lﬁl’]llﬂﬂ(ﬂ@\‘ilﬂﬂsﬂua’]*’\]‘i]uﬁ]@QWQWimqiﬂi\‘iﬁi’NLL@JUE]UL“UWUEN

Uselam

4.3 wamsﬂmﬁuimﬂamﬁ'lu,unm’miﬁné”m%’umwﬁmﬁwumﬁfnL’%&Jusuael,wim

9anasNune 10-fold cross validation

4.3.1 K-nearest Neighbor

NAN1SNAABAED K=3, K= 5 way K=7 auisauanalaninisiei 4.7

Ql' a o Y% o [y a 3 v a 1%
130190 4.7 Nﬁﬂ’ﬁﬂi%LMUI@JL@aﬂWi‘\]’]LLUﬂﬂ’J’]@JEﬁﬂﬁ’WﬁUﬂ'ﬂMﬂ@L‘Vi‘L!GLIEN‘LJﬂLiEJ‘LJWJ‘EJ KNN

108 K=3, K= 5 bay K=7

, Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm)
Kvalue | Iteration
Acc. Recall Prec. F1 Acc. Recall Prec. F1

1 0.5765 | 0.4565 | 0.7805 | 0.5761 | 0.6526 | 0.5685 | 0.7658 | 0.6526

2 0.5490 | 0.4286 | 0.7625 | 0.5487 | 0.6775 | 0.6201 | 0.7465 | 0.6775

3 0.6045° | 0.5011 | 0.7600 | 0.6040 | 0.6598 | 0.6232 | 0.7011 | 0.6598

4 0.6210 | 0.5234 | 0.7600 | 0.6200 [ 0.6566 | 0.6587 | 0.6545 | 0.6566
K=3 5 0.6949 | 0.6501 | 0.7465 | 0.6949 | 0.6982 | 0.6857 |-0.7111 | 0.6982

6 0.6611 1 0.6698 | 0.6505 | 0:6600 | 0.7085 | 0.6953 | 0.7222 | 0.7085

7 0.6938 | 0.6812 | 0.7056 | 0.6932 | 0.7074 | 0.6778 | 0.7396 | 0.7074

8 0.6635 | 0.6122 | -0.7236 | 0.6633 | 0.7093 | 0.6989 | 0.7201 | 0.7093

9 0.6320 | 0.5423 | 0.7564 | 0.6317 | 0.6994 | 0.7001 | 0.6987 | 0.6994

10 0.6260 | 0.5306 | 0.7628 | 0.6259 | 0.7038 | 0.7121 | 0.6956 | 0.7038
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Aspect Analyzer (tf-idf)

Aspect Analyzer (tf-igm)

Kvalue | Iteration
Acc. Recall Prec. F1 Acc. Recall Prec. F1

1 0.6778 | 0.4694| 0.8846 | 0.6133 | 0.7667 | 0.7667 | 0.7798 | 0.7705
2 0.6667 | 0.4286 | 0.9130 | 0.5833 | 0.8222 | 0.8222 | 0.8324 | 0.8219
3 0.7333 | 0.5714 | 0.9032 | 0.7000 | 0.7667 | 0.7667 | 0.7846 | 0.7720
4 0.7000 | 0.5510 | 0.8438 | 0.6667 | 0.7778 | 0.7778 | 0.7955 | 0.7841
5 0.8111 | 0.7551 | 0.8850 | 0.8132 | 0.7556 | 0.7556 | 0.8018 | 0.7600

"= 6 0.7778 | 0.7143 | 0.5837 | 0.7778 | 0.7333 | 0.7333 | 0.7560 | 0.7313
7 0.7444 | 0.5510 | 0.9643 | 0.7013 | 0.6778 | 0.6778 | 0.7396 | 0.6810
8 0.7333 | 0.6122 | 0.8571 | 0.7143 | 0.7889 | 0.7889 | 0.8190 | 0.7902
9 0.6667 | 0.4490 | 0.8800 | 0.5946 | 0.7778 | 0.7778 | 0.8156 | 0.7858
10 0.6854 | 0.5306 | 0.8387 | 0.6500 | 0.8090 | 0.8090 | 0.8155 | 0.7950
1 0.5765 | 0.4565 | 0.7805 | 0.5761 | 0.6526 | 0.5685 | 0.7658 | 0.6526
2 0.5490 | 0.4286 | 0.7625 | 0.5487 | 0.6775 | 0.6201 | 0.7465 | 0.6775
3 0.6045 | 0.5011 | 0.7600 | 0.6040 | 0.6598 | 0.6232 | 0.7011 | 0.6598
4 0.6210 | 0.5234 | 0.7600 | 0.6200 | 0.6566 | 0.6587 | 0.6545 | 0.6566
5 0.6949 | 0.6501 | 0.7465 | 0.6949 | 0.6982 | 0.6857 | 0.7111 | 0.6982

"= 6 0.6611 | 0.6698 | 0.6505 | 0.6600 | 0.7085 | 0.6953 | 0.7222 | 0.7085
7 0.6938 | 0.6812 | 0.7056 | 0.6932 | 0.7074 | 0.6778 | 0.7396 | 0.7074
8 0.6635 | 0.6122 | 0.7236 | 0.6633 | 0.7093 | 0.6989 | 0.7201 | 0.7093
9 0.6320 | 0.5423 | 0.7564 | 0.6317 | 0.6994 | 0.7001 | 0.6987 | 0.6994
10 0.6260 | 0.5306 | 0.7628 | 0.6259 | 0.7038 | 0.7121 | 0.6956 | 0.7038

KNN Tugadeyavuadneralinadwsiumndsduliousue K dadunsifiwesi

Muuad e unlndiganvznasandg vsunisdnauladiuuntssinn nsn K=5

U saa ! = v =3 a LY
NAANSNANIT K=3 13D K=7 IUUN‘QWUBQJ\J’&‘UU’]WLaﬂa’]'{lLﬂﬂ’«J'lﬂMa’]EJ{j‘\]ﬁ]EJ:

n1saanansznuay “Nosie”: Tugndeyavumdnidicuuysusiugmse “Nosie”

A 1 =i [ a o v ~ d = a a 14 A & a a
AFIHRIRGHES 1/]L‘qugﬁllLﬂua\‘iaﬂﬂﬁqjLWE]’W@ﬂLﬁEJ\‘iﬂ'lﬁQﬂEW]ﬁWﬁ’ﬂ"lﬂsUEmUﬁV]LUUNQUﬂG‘]

(outliers) n3adoyanlilifgates n1sld K=5o1avelnszuulianununuse “Nosie”

1A K=3 Feenarlnszuuhrenisgnanswanndeyamaniuladiiendy

N138UAATENINNANLINGIMaEAIUNILY: nsiFen K wungaudielissuy

ANU1T0AUAATENINNAINRNUEY (@153 uunTeyalaflugaiinia) dualuialy

(@ansaduundeyalninlineiiuanneulan) k=5 oraduafivieliszuuiauaunailld

a a I a v A I3 v
ANI1 K=3 %39 K=7 I(ﬂEJLQW']%EJEJ'NENIU“Q@GUBEJUaV]NSUU']WLaﬂLLagﬂﬁqﬂﬂaqﬂﬁaqﬁﬁJ@Qm@y’a

hlalg
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a d' %4 g CY a 1 174 o v v Q" a
nsvanidgsmslidninanniiuludedeyadnuiudes: nslde K auniululy
gadeyavunanadvinlissuulnihwinunniiuluieteyadiuiutdes Fee1auilugnis

Andulanliududn lunanseiudin f K - Adesiulueisvilissuulidedeyaiaund
nsiden K=5 onatisandaymunanila

n1359aaulaNAIBUARNNINY: N154H8N K=5 @1u15aliyuesiATouAquuINTy
WNeafuteyadilnafes drelvnisdnduladiuundszianiianiuuiyeeuinduluui g
aoumsal nglifesiandeyadviutesauiuluiionalidudunuresssnniiuias

4.3.2 Multinomial Naive Bayes
Naﬂﬁﬁ‘ﬂﬂaaﬂﬁ’]ﬂﬁﬂLLﬁﬂﬂlﬁﬁjﬂG}’ﬁNﬁ 4.8

Ql' a ° v o ) a & v a 1Y
H1319N 4.8 Naﬂ'ﬁﬂﬁgLlllﬂ:llLﬂaﬂ'ﬁf\]’]LLUﬂﬂ?W@JEaﬂaqﬂi‘Uﬂ’J’]Mﬂ@Lﬁusﬂaﬂ‘UﬂLﬁEJu@’JEJ

Multinomial Naive Bayes

: Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm)
Algorithm | Iteration
Acc. Recall Prec. F1 Acc. Recall Prec. F1
1 0.7222 | 0.5306 | 0.9286 | 0.6753 | 0.6444 | 0.6444 | 0.7528 | 0.6475
2 0.6444 | 0.5306 | 0.7429 | 0.6190 | 0.6222 | 0.6222 | 0.6587 | 0.6269
3 0.6556 | 0.5102 | 0.7812 | 0.6173 | 0.6333 | 0.6333 | 0.7299 | 0.6467
a4 0.7111 | 0.6327 | 0.7949 | 0.7045 | 0.6556 | 0.6556 | 0.7493 | 0.6598
MNB 5 0.7000 | 0.5102 | 0.8929 | 0.6494 | 0.5778 | 0.5778 | 0.6820 | 0.5884
6 0.7222 | 0.6531 | 0.8000 | 0.7191 | 0.7111 | 0.7111 | 0.8100 | 0.7258
7 0.7444 | 0.6918 | 0.9362 | 0.7260 | 0.6333 | 0.6333 | 0.7090 | 0.6490
8 0.7111 | 0.6122 | 0.8108 | 0.6977 | 0.5444 | 0.5444 | 0.6911 | 0.5602
9 0.6778 | 0.5714 | 0.7778 | 0.6588 | 0.6556 | 0.6556 | 0.7732 | 0.6704
10 0.7303 | 0.6327 | 0.8378 | 0.7209 | 0.6517 | 0.6517 | 0.7610 | 0.6665

4.3.3 Support Vector Machine

NANTTNABDIAIUNTALEASLAAIH1SI9T 4.9

3197 4.9 man1sUsTdulieanIsiunANsEnd nsunuAniuvesinSeusY
Support Vector Machine

Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm)

Algorithm | Iteration
Acc. Recall Prec. F1 Acc. Recall Prec. F1

0.8444 | 0.8163°| 0.8889 | 0.8511 | 0.8111 | 0.8111 | 0.8098 | 0.8103

0.8000 | 0.7143 | 0.8974 | 0.7955 | 0.8333 | 0.8333 | 0.8556 | 0.8382

0.8222 | 0.8367 | 0.8367 | 0.8367 | 0.8111 | 0.8111 | 0.8069 | 0.8073

SVM
0.8222 | 0.7347 | 0.9231 | 0.8182 | 0.8333 | 0.8333 | 0.8539 | 0.8378

0.8667 | 0.8163 | 0.9302 | 0.8696 | 0.7889 | 0.7889 | 0.8042 | 0.7927

N [PRA VW IN |-

0.8111 | 0.8163 | 0.8333 | 0.8247 | 0.8000 | 0.8000 | 0.7976 | 0.7959
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0.8889 | 0.8987 | 0.9349 | 0.8958 | 0.7222 | 0.7222 | 0.7503 | 0.7276
8 0.8444 | 0.8980 | 0.8302 | 0.8627 | 0.8000 | 0.8000 | 0.7982 | 0.7920
0.8111 | 0.7959 | 0.8478 | 0.8211 | 0.8222 | 0.8222 | 0.8337 | 0.8261
10 0.7865 | 0.7347 | 0.8571 | 0.7912 | 0.7528 | 0.7528 | 0.7496 | 0.7484

4.3.4 Random Forest
Nﬁﬂ?ﬁ%@ﬁ@ﬂﬁ’]ﬂ’ﬁﬂLLﬁﬂﬂlﬁﬁj\‘iG}’ﬁNﬁ 410

AN9197 4.10 man1sUssdiuliean1siuunauidndmiuanufniuvesinSeume

Random Forest
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Acc. Recall Prec. F1 Acc. Recall Prec. F1
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3 0.8333 | 0.8367 | 0.8454 | 0.8454 | 0.8222 | 0.8222 | 0.8162 | 0.8135
4 0.8000 | 0.8163 | 0.8163 | 0.8163 | 0.8222 | 0.8222 | 0.8183 | 0.8167
RF 5 0.8556 | 0.7959 | 0.8571 | 0.8571 | 0.8333 | 0.8333 | 0.8377 | 0.8233
6 0.8556 | 0.8776 | 0.8687 | 0.8687 | 0.8444 | 0.8444 | 0.8456 | 0.8350
7 0.7667 | 0.7511 | 0.7789 | 0.7789 | 0.7667 | 0.7667 | 0.7790 | 0.7672
8 0.8889 | 0.8776 | 0.8985 | 0.8958 | 0.8444 | 0.8444 | 0.8453 | 0.8446
9 0.8222 | 0.8163 | 0.8333 | 0.8333 | 0.8444 | 0.8444 | 0.8439 | 0.8419
10 0.7978 | 0.7755 | 0.8085 | 0.8085 | 0.8202 | 0.8202 | 0.8354 | 0.8056
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SVM with RBF | tf-idf 0.8431 0.8633 0.8590 0.8576
tf-igm 0.8231 0.8082 0.8611 0.8328
RF tf-idf 0.8503 0.8704 0.8906 0.8794
tf-igm 0.8423 0.8563 0.8900 0.8720
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