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บทคัดย่อ 

  
งานวิจัยฉบับนี้น าเสนอการจ าแนกความรู้สึกระดับประโยคส าหรับความคิดเห็นของ

นักเรียนมัธยมศึกษาตอนต้นในสามมุมมอง (Aspect) คือ มุมมองด้านผู้สอน มุมมองด้านบทเรียน 
และมุมมองด้านสภาพแวดล้อมในการเรียน โดยในกระบวนการที่น าเสนอเป็นกระบวนการแบบมี
ผู้สอน โดยใช้ข้อมูลสามชุด ข้อมูลชุดที่หนึ่งจะเก็บในรูปแบบประโยคของแต่ละมุมมอง จากนั้นจะให้
ผู้เชี่ยวชาญก าหนดค าเบื้องต้นในแต่ละด้านเพ่ือเป็นค าเป้าหมาย (Target Word) ในการเรียนรู้ด้วย 
Skip gram ของ Word2Vec เพ่ือรวบรวมคลังค าของแต่ละมุมมอง โดยได้จ านวนค าส าหรับมุมมอง
ด้านผู้สอน 43 ค าจ านวนค าส าหรับมุมมองด้านบทเรียน 37 ค า และจ านวนค าส าหรับมุมมองด้าน
สภาพแวดล้อมในการเรียน 28 ค า จากนั้นจะใช้ข้อมูลชุดที่สองซึ่งเก็บเป็นบทวิจารณ์ของนักเรียนเพ่ือ
ใช้ในการสร้างโมเดลเพ่ือการจ าแนกความรู้สึกจากบทวิจารณ์แบบสองกลุ่มคือความรู้สึกเชิงบวกและ
ความรู้สึกเชิงลบ โดยอาศัยคลังค าที่ได้จากข้อมูลชุดที่หนึ่งเป็นคุณลักษณะในการสร้างโมเดล ใน
การศึกษานี้ได้ศึกษาเชิงเปรียบเทียบกับวิธีการให้น้ าหนักสองตัวคือ tf-idf และ tf-igm นอกจากนั้นยัง
มีการเปรียบเทียบอัลกอริทึมการเรียนรู้แบบมีผู้สอนจ านวนสี่ตัวคือ ขั้นตอนวิธีเพ่ือนบ้านที่ใกล้ที่สุด 
ซัพพอร์ตเวกเตอร์แมชชีน ป่าสุ่ม และมัลติโนเมียลนาอีฟเบย์ เมื่อได้โมเดลการจ าแนกความรู้สึกจาก
บทวิจารณ์แล้ว โมเดลดังกล่าวจะถูกใช้ทดสอบด้วยข้อมูลชุดที่สามซึ่งเก็บเป็นแบบบทวิจารณ์ จากนั้น
จะท าการแยกประโยคด้วยเว้นวรรคและจะใช้วิธีการวิเคราะห์ความคล้ายคลึงโดยเทียบประโยคที่แยก
ได้กับคลังค าของแต่ละมุมมองที่ได้จากข้อมูลชุดที่หนึ่งเพ่ือวิเคราะห์ว่าประโยคดังกล่าวควรจัดอยู่ใน
กลุ่มของมุมมองใด ท้ายที่สุดโมเดลเพื่อการจ าแนกความรู้สึกจะถูกใช้ในการวิเคราะห์ขั้วความรู้สึกของ
แต่ละประโยค ภายหลังจากการทดสอบด้วยค่าความระลึก ค่าความแม่นย า ค่าเอฟ และค่าความ
ถูกต้อง พบว่าอัลกอริทึมป่าสุ่มที่ท างานร่วมกับการให้น้ าหนักแบบ tf-idf ให้ประสิทธิภาพที่ดีที่สุด 
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ABSTRACT 

  
The objective of this research is to identify the sentiments expressed by 

junior high school students at the sentence-level based sentiment analysis on three 
aspects: the instructor, the lesson, and the learning environment. This study has 
utilized the supervised learning method. The first dataset is gathered in sentence 
format, with each aspect represented. Linguistic specialists then choose the 
fundamental words within each aspect to serve as the target words for learning. 
Word2Vec’s Skip Gram algorithm is utilized to generate a corpus of words from each 
aspect. The instructor aspect consisted of 43 words, the lesson aspect consisted of 
37 words, and the learning environment aspect consisted of 28 words. The second 
dataset of student reviews was subsequently utilized to construct a model for 
classifying the sentiments of the reviews into two distinct groups: positive and 
negative classes. This sentiment classifier model was developed by using a corpus of 
words obtained from the first dataset, which served as features for the modeling 
process. This study conducted a comparative analysis of two weighing algorithms, 
namely tf-idf and tf-igm. Furthermore, four supervised learning algorithms are 
compared. The algorithms used are k-Nearest Neighbor, Support Vector Machines, 
Random Forests, and Multinomial Naïve Bayes. After acquiring the sentiment 
classification model from the student reviews, it was evaluated using the third 
dataset of student reviews. This method involves segmenting sentences with white-
spaces and utilizing Euclidean distance to group each sentence from a student 
review into particular aspect groups. The first dataset’s word corpus was employed 

 



 

 

  ช 

for defining sentences into relevant groups. Finally, the sentiment classification 
model was applied to determine the sentiment polarity of each review's sentence. 
Following testing via the recall, precision, F1, and accuracy, It was discovered that 
the random forest algorithm together with tf-idf term weighting produced the most 
impressive results. 

 
Keyword : Sentence-level Sentiment Analysis, Student Reviews, Text Classification, 
Skip Gram, Sentment Classifier Model, Machine Learning Algorithm 
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บทที่ 1  
บทน า 

 

1.1 หลักการและเหตุผล 

กระบวนการเรียนการสอน เป็นยุทธศาสตร์และกลวิธีในการกระตุ้นผู้เรียนให้เกิดการเรียนรู้ 
และแสดงพฤติกรรมที่พึงประสงค์โดยใช้เทคนิควิธีสอน การจัดกิจกรรมและสื่อการสอน  [1] 
กระบวนการเรียนการสอนที่เหมาะสมจะช่วยให้ผู้เรียนมีการเรียนรู้ตามที่คาดหวังและตรงตาม
มาตรฐานของการเรียนรู้ อย่างไรก็ตาม เพ่ือให้กระบวนการการจัดการเรียนเป็นรูปแบบที่สามารถ
ส่งเสริมให้ผู้เรียนเกิดการเรียนรู้ที่มีมาตรฐานและมีประสิทธิภาพ และช่วยให้ผู้สอนทราบเกี่ยวกับ
ความรู้สึกของผู้เรียนที่มีต่อตนเอง การประเมินการเรียนการสอน (Learning Process Assessment) 
และผู้สอน (Teacher Evaluation) โดยผู้เรียนจึงกลายเป็นสิ่งที่จ าเป็น เพราะจะช่วยท าให้เกิด 
การปรับปรุงกระบวนการของการเรียนการสอน 

ค าติชมหรือความคิดเห็นจากผู้เรียน (Student Feedback) เป็นเครื่องมือส าคัญอย่างหนึ่งใน
การวิเคราะห์เพ่ือประเมินรูปแบบการเรียนการสอน เพราะความคิดเห็นจากผู้ เรียนจะเป็นการแสดง
อารมณ์และความรู้สึกของผู้เรียนที่แสดงให้เห็นถึงความพึงพอใจที่ผู้เรียนมีต่อผู้สอนและรูปแบบ 
การเรียนการสอนมากน้อยเพียงใด [2] นอกจากนี้ ในงานวิจัย [2] ยังได้กล่าวว่า ความคิดเห็นจาก
ผู้เรียนสามารถน ามาใช้ในการปรับปรุงรูปแบบการเรียนการสอน เพ่ือให้มีประสิทธิภาพที่ดีหรือ
เหมาะสมกับผู้เรียนมากขึ้น  

อย่างไรก็ตามการวิเคราะห์ความคิดเห็นจากผู้เรียน เพ่ือน าผลของการวิเคราะห์มาใช้ใน 
การปรับปรุงรูปแบบการเรียนการสอนนั้น ในช่วงแรกๆ จะเป็นการวิเคราะห์ด้วยคน แต่การวิเคราะห์
ด้วยคนนั้นมีโอกาสที่จะเกิดข้อผิดพลาดหรืออคติ [3] ดังนั้นในช่วงทศวรรษที่ผ่านมา เครื่องมือในการ
วิเคราะห์ค าติชมจากผู้เรียนแบบอัตโนมัติจึงได้รับความสนในการศึกษามาอย่างต่อเนื่อง [4] แต่ก็ยังมี
จ านวนไม่มากนักเนื่องจากข้อจ ากัดเรื่องของข้อมูลที่ใช้ในการศึกษา เพราะข้อมูลเหล่านั้นจัดว่าเป็น
ข้อมูลปกปิดของหน่วยงานด้านการศึกษานั้นๆ และเครื่องมือที่สามารถประยุกต์เข้ามาใช้การวิเคราะห์
ค าติชมจากผู้เรียนแบบอัตโนมัติเรียกว่าการวิเคราะห์ความรู้สึก (Sentiment Analysis)  

การวิ เคราะห์ความรู้สึก  [5]  เป็นสาขาหนึ่ งด้ านการประมวลผลภาษาธรรมชาติ  
(Natural Language Processing: NLP) โดยเป็นการวิเคราะห์ความรู้สึกหรืออารมณ์จากข้อความ 
เพ่ือให้รู้ว่าความรู้สึกหรืออารมณ์ของผู้คนที่มีต่อสิ่งใดสิ่งหนึ่ง เช่น สินค้าและบริการ นั้นมีแนวโน้มบวก 
(Positive) เป็นกลาง (Neutral) หรือเป็นลบ (Negative) และนักวิจัยหลายท่านได้ประยุกต์
กระบวนการของการวิเคราะห์ความรู้สึกมาใช้ในการวิเคราะห์ค าติชมจากผู้เรียนในโดเมนของ
การศึกษา [6] 

อย่างไรก็ตาม จากการทบทวนวรรณกรรมเบื้องต้น [7] พบว่าโดยทั่วไปแล้ว การประยุกต์
กระบวนการของการวิเคราะห์ความรู้สึกมาใช้ในการวิเคราะห์ค าติชมหรือความคิดเห็นจากผู้เรียนใน
โดเมนของการศึกษา มักจะมองภาพรวมของเอกสารที่แสดงค าติชมนั้นว่ามีความพึงพอใจต่อรูปแบบ
การเรียนการสอนหรือไม่ ท าให้การวิเคราะห์ความรู้สึกอาจจะไม่ ใช่ความรู้สึกที่แท้จริงของผู้เรียน 
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เพราะในเอกสารที่แสดงความคิดเห็นของผู้เรียนเกี่ยวกับการเรียนการสอนนั้น อาจจะมีทั้งส่วนที่
ผู้เรียนแสดงความคิดเห็นเชิงบวกและเชิงลบปะปนกันมา แต่สมมติว่าหากเอกสารหนึ่งมีประโยคที่เป็น  
“ค าชม” มีจ านวนมาก ก็อาจจะท าให้วิเคราะห์ว่าเอกสารนี้แสดงความพึงพอใจต่อการเรียนการสอน
ทั้ง ๆ ที่ในเอกสารนั้นๆ อาจจะมีบางประโยคที่แสดงถึงความไม่พึงพอใจต่อการเรียนการสอน ซึ่ง
ประเด็นนี้อาจจะท าให้ผลลัพธ์ลัพธ์ของการวิเคราะห์ความรู้สึกของผู้เรียนที่มีต่อการเรียนการสอนไม่
ถูกต้อง 

  ดังนั้นในงานวิจัยฉบับนี้ จึงน าเสนอการประยุกต์กระบวนการของการวิเคราะห์ความรู้สึกมา
ใช้ในการวิเคราะห์ค าติชมหรือความคิดเห็นจากผู้เรียนในโดเมนของการศึกษาระดับมัธยม โดยเป็น  
การวิเคราะห์ความรู้สึกในระดับประโยค (Sentence Level) เพ่ือวิเคราะห์ความรู้สึกทีละประโยคว่า
เป็นความรู้สึกขั้วบวก (Positive) หรือเป็นความรู้สึกขั้วลบ (Negative) จากนั้นจึงน าผลลัพธ์ของ 
การวิเคราะห์ประโยคที่ได้มาสรุปสุดท้าย ว่าเอกสารที่แสดงค าติชมหรือความคิดเห็นจากผู้เรียนนั้นมี
แนวโน้มความคิดเห็นไปในทิศทางใด 

1.2 วัตถุประสงค์ของการวิจัย 

เพ่ือน าเสนอกระบวนการการจ าแนกความรู้สึกระดับประโยคแบบ 2 ขั้ว คือ ขั้วบวก 
(Positive) และขั้วลบ (Negative) ในการวิเคราะห์ค าติชมหรือความคิดเห็นจากผู้เรียนระดับ
มัธยมศึกษาตอนต้น 

1.3 ความส าคัญของการวิจัย 

ปัจจุบันในระบบการศึกษาหลายโรงเรียนได้มีการวัดและประเมินผลการเรียนรู้โดยได้น าเอา
กระบวนการวิเคราะห์ความรู้สึกของผู้เรียนเป็นตัวช่วยในการปรับปรุงรูปแบบการเรียนการสอน 
เพ่ือให้มีประสิทธิภาพที่ดีหรือเหมาะสมกับผู้เรียนมากขึ้น การวิเคราะห์ความรู้สึก เป็นกระบวนการใน
การระบุและจัดประเภทความคิดเห็นของผู้ใช้จากข้อความเป็นความรู้สึกต่างๆ เช่น เชิงบวก เชิงลบ 
หรือเป็นกลาง ด้านอารมณ์ เช่น มีความสุข เศร้า โกรธ การประยุกต์ใช้กระบวนการของการวิเคราะห์
ความรู้สึกมาใช้ในการวิเคราะห์ค าติชม หรือความคิดเห็นจากผู้เรียนในโดเมนของการศึกษาระดับ
มัธยมจึงมีความส าคัญเป็นอย่างยิ่ง 

1.4 ขอบเขตขอวการวิจัย 

1. น าเสนอการประยุกต์กระบวนการการจ าแนกความรู้สึกระดับประโยคในภาษาไทย 
ของการวิเคราะห์ความรู้สึกมาใช้ในการวิเคราะห์ค าติชมหรือความคิดเห็นจากผู้เรียนในโดเมน 
ของการศึกษาระดับมัธยมศึกษา 

2. คุณลักษณะในความคิดเห็นของนักเรียนจะพิจารณาใน 3 คุณลักษณะ คือ  
ผู้สอน (Teacher) บทเรียน (Lesson) และสภาพแวดล้อมในการเรียน (Learning Environment) 
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3. ข้อมูลที่ใช้ในการศึกษา จะรวบรวมมาจากความคิดเห็นของนักเรียนอย่างน้อย 3 
โรงเรียนในจังหวัดร้อยเอ็ด ซึ่งเป็นข้อคิดเห็นในรูปแบบภาษาไทย โดยเก็บข้อมูล 3 ชุดข้อมูล 

(1) ข้อมูลชุดที่ 1: เป็นชุดข้อมูลความรู้สึกในแต่ละคุณลักษณะ เพ่ือใช้ในการสร้างตัว
วิเคราะห์คุณลักษณะ (Aspect Analyzer) 

(2) ข้อมูลชุดที่ 2: เป็นชุดข้อมูลที่จะใช้ในการสร้างตัววิเคราะห์ความรู้สึก (Sentiment 
Analyzer) 

(3) ข้อมูลชุดที่ 3: เป็นชุดข้อมูลที่จะใช้ในการทดลอง (Experiment) 
4. ข้อมูลที่ใช้ในการศึกษามีผู้เชี่ยวชาญด้านภาษาไทยในระดับโรงเรียนช่วยในการจัดท า 

Ground truth จ านวนอย่างน้อย 3 คน 
5. กระบวนการวิเคราะห์ความรู้สึกที่ใช้ในการศึกษานี้จะเป็นกระบวนการแบบมีผู้สอน 

(Supervised Method) ที่เป็นการวิเคราะห์ความรู้สึกแบบ 2 ขั้ว คือ ขั้วบวก (Positive) และ ขั้วลบ 
(Negative) โดยจะศึกษาอัลกอริทึมแบบมีผู้สอน (Supervised Machine Learning) ส าหรับการ
จ าแนกความรู้สึกจากเอกสารความคิดเห็นแบบข้อความอย่างน้อย 2 ตัว 

6. การตัดค าภาษาไทยจะใช้การตัดค าแบบพจนานุกรม (Dictionary-based Word 
Segmentation) โดยในงานวิจัยนี้เลือกใช้แบบวิธีการตัดค าด้วยพจนานุกรมแบบสอดคล้องมากที่สุด 
(Dictionary-based Word Segmentation with Maximal Matching) 

7. ในการประเมินกระบวนการวิเคราะห์ความรู้สึกจะใช้ค่าความระลึก (Recall) ค่าความ
แม่นย า (Precision) ค่าเอฟ (F-measure หรือ F-score หรือ F1) และค่าความถูกต้อง (Accuracy) 

1.5 นิยามศัพท์เฉพาะ 

1. การวิเคราะห์ความรู้สึก คือ เป็นการวิเคราะห์อารมณ์และความรู้สึกจากข้อความ เช่น 
ความรู้สึกด้านบวก (Positive) ความรู้สึกด้านลบ (Negative)  

2. ความคิดเห็นของนักเรียน คือ ความคิดเห็นเกี่ยวกับการจัดกิจกรรมการเรียนการสอน
ของนักเรียนระดับชั้นมัธยมศึกษาตอนต้น  

3. การวิเคราะห์ความคิดเห็นของนักเรียน คือ การวิเคราะห์เพ่ือให้ทราบถึงความรู้สึก 
ของนักเรียนที่เกี่ยวข้องกับการเรียนการสอนว่าออกมาในเชิงบวกหรือเชิงลบ 

4. การวิเคราะห์ความคิดเห็นเชิงบวก คือ กระบวนการทางความคิดของนักเรียนที่เกิดจาก 
การรับรู้และแปลความหมายจากการเรียนไปในทางที่ดี 

5. การวิเคราะห์ความคิดเห็นเชิงลบ คือ กระบวนการทางความคิดของนักเรียนที่เกิดจาก 
การรับรู้และแปลความหมายจากการเรียนไปในทางที่ไม่ด ี

6. กระบวนการแบบมีผู้สอน (Supervised Method) คือกระบวนการที่ใช้อัลกอริทึม 
การเรียนรู้แบบมีผู้สอนในการสร้างโมเดลเพ่ือการจ าแนกความรู้ออกเป็น 2 ขั้ว คือ ขั้วบวก (Positive)  
และ ขั้วลบ (Negative)  



 

 

 
 

บทที่ 2  
ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 

 

ในบทนี้จะกล่าวถึงแนวคิด วิธีการ และอัลกอริทึมที่เกี่ยวข้อง ต่อการวิจัยและการวิเคราะห์
ความรู้สึกของนักเรียนมัธยมที่เกี่ยวข้องกับกระบวนการการเรียนการสอน โดยแนวคิดและอัลกอริทึม
ที่เก่ียวข้องมีดังต่อไปนี้     

2.1 การวิเคราะห์ความรู้สึก (Sentiment Analysis) 

การวิเคราะห์ความรู้สึก [8] คือ งานวิจัยที่อยู่ในกลุ่มของการประมวลผลภาษาธรรมชาติ 
(Natural Language Processing: NLP) ที่มีกระบวนการมุ่งเน้นการวิเคราะห์และตรวจสอบ
ความรู้สึก (Opinion) ของผู้คนจากข้อความ (Text) ที่คนเหล่านั้นเขียนหรือโพสต์เอาไว้ เพ่ือบ่งบอก
ความรู้สึกของตนเองที่มีต่อบางสิ่งบางอย่าง เช่น ความรู้สึกดี (Positive หรือ Good) หรือความรู้สึกที่
ไม่ดีหรือไม่ชอบ (Negative หรือ Bad)  

ส่วนใหญ่งานวิจัยด้านการวิเคราะห์ความรู้สึกนั้น มีการน าไปประยุกต์ใช้กับข้อมูลที่เป็น
ข้อความที่เรียกว่า “Product Review” จุดประสงค์ก็เพ่ือการวิเคราะห์ความรู้สึกของลูกค้าที่มีต่อ
สินค้าของบริษัทหรือองค์กรต่างๆ เนื่องจากการวิเคราะห์ความพึงพอใจจากข้อมูล Rating บางครั้งจะ
ไม่สามารถระบุถึงปัญหาหรือความรู้สึกของลูกค้าที่มีต่อสินค้าที่แท้จริงได้ เช่น การที่ลูกค้าซื้อ
คอมพิวเตอร์ไป 1 เครื่อง ลูกค้าอาจจะให้คะแนนเฉลี่ยเกี่ยวกับคอมพิวเตอร์ยี่ห้อนั้นๆ ไว้ที่ 3 จาก
คะแนนเต็ม 5 แต่หัวข้อต่างๆ ที่สอบถามไปยังลูกค้าอาจจะไม่ครอบคลุมในทุกๆ กรณี ที่เป็นความ
ต้องการหรือความคาดหวังต่อสินค้าของลูกค้า ดังนั้นลูกค้าก็อาจจะไปเขียนแสดงความรู้สึกเกี่ยวกับ
สินค้ายี่ห้อนั้นๆ ไว้ในส่วนอ่ืนๆ เช่น ใน Blog, Twitter หรือ Facebook ของตน โดยความรู้สึก
เหล่านั้นอาจจะเป็นมุมมองที่เจ้าของสินค้ามองข้ามหรือคาดไม่ถึง ซึ่งหากน าความรู้สึกเหล่านั้นมา
พิจารณา ก็อาจจะสามารถน ามาปรับปรุงสินค้าของตนเองได้  

ปัจจุบันเทคโนโลยีด้านการวิเคราะห์ความรู้สึก เริ่มเข้ามามีบทบาทเป็นอย่างมากในหลายๆ 
องค์กร ทั้งธุรกิจที่เกี่ยวข้องการภาพยนตร์ การศึกษา และการให้บริการด้านการแพทย์  โดย
เทคโนโลยีด้านการวิเคราะห์ความรู้สึกได้ถูกรวมเข้าไว้ในระบบ commercial website หรือ 
Customer Relationship Management (CRM) ของแต่ละบริษัทหรือองค์กร เพ่ือให้ง่ายต่อ 
การวิเคราะห์ความรู้สึกของลูกค้าหรือผู้ใช้บริการ จนน าไปสู่การแก้ปัญหาอย่างรวดเร็ว  

การวิเคราะห์ความรู้สึกสามารถแบ่งได้ 3 ระดับ [9] ดังนี้  

(1) การวิเคราะห์ความรู้สึกระดับเอกสาร (Document Level Analysis) เป็น 
การวิเคราะห์ข้อความแสดงความคิดเห็นในแบบหยาบ เนื่องจากเป็นการน าข้อความแสดงความ
คิดเห็นทั้งหมดจากเอกสารมาสรุป แยกข้ัวความคิดเห็นเป็นขั้วบวก ขั้วลบ หรือเป็นกลาง 
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รูปที่ 2.1 แสดงขั้นตอนการวิเคราะห์ความรู้สึกระดับเอกสาร (Document Level Analysis) 

(2) การวิเคราะห์ความรู้สึกระดับประโยค (Sentence Level Analysis) เป็น 
การวิเคราะห์ข้อความแสดงความคิดเห็น โดยแยกข้อความที่เป็นข้อความแสดงความคิดเห็นออกมา
จากข้อความที่เป็นข้อเท็จจริงในระดับที่เป็นประโยค แล้วน ามาแยกขั้วความคิดเห็นเป็นขั้วบวก ขั้วลบ 
หรือเป็นกลาง 

 

 

รูปที่ 2.2 แสดงขั้นตอนการวิเคราะห์ความรู้สึกระดับประโยค (Sentence Level Analysis) 

(3) การวิเคราะห์ความรู้สึกระดับคุณลักษณะ (Aspect/Feature Level Analysis) เป็น
การวิเคราะห์ข้อความแสดงความคิดเห็น โดยแยกคุณลักษณะที่สนใจหรือหัวข้อที่ถูกแสดง 
ความคิดเห็นออกมาก่อน แล้วจึงน ามาแบ่งขั้วความคิดเห็นเป็นขั้วบวก ขั้วลบ หรือเป็นกลาง และ
น ามาจัดกลุ่มเข้ากับค าที่มีความหมายเหมือนกันในแต่ละคุณลักษณะ ซึ่งระบบจะวิเคราะห์ข้อความ
แสดงความคิดเห็นในระดับคุณลักษณะ แล้วน าข้อมูลที่ได้มาประมวลผลและแสดงผลลัพธ์ที่ให้ผู้ใช้งาน
เข้าใจได้ง่ายข้ึน  

รูปที่ 2.3 แสดงขั้นตอนการวิเคราะห์ความรู้สึกระดับคุณลักษณะ  
(Aspect/Feature Level Analysis) 
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2.2 กรอบการด าเนินงานทั่วไปของการจ าแนกความรู้สึก (Generic Method of Sentiment 
Classification) 

การสร้างโมเดลเพ่ือการจ าแนกเอกสารข้อความ (Text Classifier Modelling) คือ  
การเตรียมเอกสารข้อความ การแทนเอกสารและการให้น้ าหนักค า การเลือกฟีเจอร์ และการเรียนรู้ตัว
จ าแนกเอกสารข้อความ 

รูปที่ 2.4 กรอบการด าเนินงานส าหรับการจ าแนกเอกสารข้อความ 

การประเมินโมเดลเพ่ือจ าแนกเอกสารข้อความ (Text Classifier Evaluation) คือ  
การวัดประสิทธิภาพโมเดล เพ่ือทดสอบว่าโมเดลที่สร้างขึ้นมามีความถูกต้องมากน้อยเพียงใดมี
ประสิทธิภาพในการจ าแนกกลุ่มหรือคลาสของข้อมูลหรือไม่และเพ่ือท าการเปรียบเทียบกับโมเดลชนิด
อ่ืน มีขั้นตอนได้แก่ การเตรียมเอกสารข้อความ การแทนเอกสารและการให้น้ าหนักค า และ 
การคัดเลือกฟีเจอร์ ผลลัพธ์ที่ได้เอกสารจะถูกแสดงในรูปแบบของแบบจ าลองปริภูมิเวกเตอร์ที่แสดง
เอกสารและฟีเจอร์ของเอกสาร จากนั้นน าไปทดสอบกับโมเดลโดยใช้ข้อมูลชุดทดสอบหรือข้อมูลชุด
ตรวจสอบ และน าผลลัพธ์ที่ ได้ไปประเมินประสิทธิภาพ เครื่องมือที่นิยมใช้ในการประเมิน
ประสิทธิภาพของโมเดลเพ่ือการจ าแนกเอกสารข้อความ ได้แก่ ค่าความระลึก (Recall) ค่าความ
แม่นย า (Precision) ค่า F-measure: F1 หรือ F-score และค่าความถูกต้อง (Accuracy) 
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2.2.1 การเตรียมเอกสารข้อความ (Text Pre-processing) 

การเตรียมเอกสารข้อความ คือ ขั้นตอนของการเตรียมเอกสารข้อความให้อยู่ใน
รูปแบบที่เหมาะสม ก่อนที่จะถูกน าไปสร้างโมเดลเพื่อการจ าแนกเอกสารข้อความ 

 

รูปที่ 2.5 ภาพรวมของขั้นตอนการเตรียมเอกสารข้อความ 

2.2.1.1 การตัดค า (Word Segmentation) 

การตัดค า [10]  คือ การแยกประโยคในเอกสารออกเป็นส่วนย่อยๆ ที่มี
ความหมายทางภาษา เรียกว่า “ค า (Word)” ซึ่งการเลือกเทคนิคในการตัดค านั้นจะขึ้นอยู่กับภาษาที่
ใช้ในเอกสารที่ต้องการจ าแนกข้อความ เช่น ถ้าเอกสารข้อความที่เป็นภาษาอังกฤษ จะท าการแยก
ประโยคจากอักขระ ที่เป็นตัวคั่น (Word Delimiter) เช่น เครื่องหมายยัติภังค์ (-) หรือมหัพภาค (.) 
หรือจุลภาค (,) หรือ ช่องว่างระหว่างค า (White Space) แต่ถ้าเป็นภาษาอ่ืนๆ เช่น ภาษาจีน 
ภาษาญี่ปุ่น หรือภาษาไทย จะไม่สามารถใช้เทคนิคการตัดค าแบบภาษาอังกฤษได้ เนื่องจากภาษา
เหล่านี้ไม่มีสัญลักษณ์ที่แสดงขอบเขตของค าที่ชัดเจนและมีรูปแบบการเขียนที่ตัวอักขระจะเรียง
ติดต่อกัน จึงท าให้ยากต่อการระบุขอบเขตของค า 

กระบวนการในการตัดค าภาษาไทยนั้นจะค่อนข้างซับซ้อน เพราะการเขียน
ข้อความภาษาไทย มีลักษณะการเขียนเรียงต่อเนื่องกันทั้งประโยคโดยไม่มีเครื่องหมายวรรคตอน แต่
ในบางครั้งก็อาจจะมีการแบงวรรคตอนบ้าง เพ่ือเป็นการแบงแยกประโยคหรือวลีด้วยช่องว่าง ดังนั้น
จึงใช้เทคนิคเดียวกันกับการตัดค าแบบภาษาอังกฤษไม่ได้ เนื่องจากการเขียนหรือแสดงประโยคใน
ภาษาไทย จะไม่มี เครื่องหมายแสดงขอบเขตของ “ค า” หรือ “ประโยค” ที่ชัดเจนเหมือน
ภาษาอังกฤษ หรือ ภาษาทางฝั่งยุโรป 

โครงสร้างประโยคในภาษาไทย เป็นการเขียนด้วยอักขระที่เรียงต่อกันจนจบ
ประโยคโดยไม่มีสัญลักษณ์ของการแยกค าที่ชัดเจน (No Explicit Word Boundary) โดยรูปแบบ 
การเขียนในภาษาไทยจะมีลักษณะดังรูปที่ 2.6 
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รูปที่ 2.6 รูปแบบลักษณะการเขียนในภาษาไทย 

2.2.1.1.1   การตัดค าด้วยพจนานุกรมแบบเลือกค าที่ยาวที่สุด (Dictionary-based 
Word Segmentation with Longest Matching) 

ไดน้ าเอากฎทางด้านอักขระมาใช้ร่วมกับพจนานุกรมในการตัดค า มีข้ันตอนดังนี้ 
(1) อ่านข้อความจากเอกสารเข้ามาทีละประโยค 
(2) อ่านประโยคจากซ้ายไปขวา 

1. อ่านอักขระตามกฎอักขระไทยและเทียบกับพจนานุกรมไปเรื่อยๆ 
จนกว่าจะพบ “ค า” แม้จะพบ “ค า” แล้ว แต่ให้อ่านอักขระแล้วเทียบ
กับพจนานุกรมต่อไป เพ่ือหา “ค าท่ียาวที่สุด” 

2. หากอ่านไปเรื่อยๆ แล้วไม่พบ “ค า” ใดๆ ที่ตรงตามพจนานุกรมเลย 
ให้ย้อนกลับ (Backtrack) ไปยังต าแหน่งที่พบค าก่อนหน้า แล้วตัด 
“ค า” นั้นออกมา 

3. ด าเนินการตามข้ันตอนที่ 1 - 2 กับประโยคที่เหลือ 
(3) ด าเนินการตามข้ันตอนที่ 2 จนกว่าจะหมดข้อความในเอกสาร 

2.2.1.1.2   การตัดค าด้วยพจนานุกรมแบบที่เลือกค าที่มากที่สุด (Dictionary-
based Word Segmentation with Maximal Matching) 

 

การตัดค าด้วยพจนานุกรมแบบที่เลือกค าที่สอดคล้องมากที่สุด ถูกน ามาใช้เพ่ือ
แก้ปัญหาการตัดค าภาษาไทยด้วยพจนานุกรมแบบเลือกค าที่ยาวที่สุด การเลือกค ายาวมากที่สุดตั้งแต่
ครั้งแรกที่พบ อาจท าให้ได้ผลลัพธ์ของการตัดค าผิดพลาด เช่น “เพลาชาย” มีความหมายว่า 
“ช่วงเวลาบ่าย”เมื่อท าการตัดค าด้วยพจนานุกรมแบบเลือกค าที่ยาวที่สุดจะตัดค าได้ 2 ค า คือค าว่า 
“เพลา” และ “ชาย” ซึ่งในความเป็นจริงแล้วควรจะตัดค าได้ค าว่า “เพ”, “ลา” และ “ชาย” เพราะ
ค าที่ขีดเส้นใต้ในประโยค “เพลา” ถ้าเลือกใช้การตัดค าด้วยพจนานุกรมแบบเลือกค าที่ยาวที่สุด จะ
สามารถตัดค าได้ 2 แบบ คือ ได้ค าว่า “เพลา” และ ค าว่า “เพ”, “ลา” เมื่อเปรียบเทียบความยาว
ของค าแล้วพบว่า ค าว่า “เพลา” มีความยาวมากกว่าค าว่า “เพ”, “ลา” ผลลัพธ์ที่ได้จึงเป็นค าว่า 
“เพลา” ซึ่งเป็นประโยคที่ไม่ถูกต้องตรงตามความหมาย ประโยค “เพลาชาย” จะสามารถตัดค า ที่
เป็นไปได้ใน 2 รูปแบบ คือ 
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รูปแบบที่ 1: จะได้ค าว่า “เพลา”และ “ชาย”  
รูปแบบที่ 2: จะได้ค าว่า “เพ”, “ลา”, และ “ชาย” 

และบางครั้งยังพบว่า การตัดค าในบางประโยคจะได้รูปแบบการตัดค าที่แตกต่างกัน แต่
พบว่ามีจ านวนค าที่ตัดได้เท่ากัน จึงท าให้ยากต่อการตัดสินใจว่าควรเลือกรูปแบบการตัดค าแบบใดเป็น
รูปแบบที่ถูกต้อง เช่น ในประโยค “ช่างวัดรอบอก” สามารถตัดค าได้ รูปแบบดังนี้ 

รูปแบบที่ 1: จะได้ค าว่า “ช่าง”, “วัด”, “รอบ” และ “อก”  
รูปแบบที่ 2: จะได้ค าว่า “ช่าง”, “วัด”, “รอ” และ “บอก” 

จากปัญหาที่พบดังกล่าว จึงได้มีการปรับปรุงพัฒนาโดยใช้อัลกอริทึมการประยุกต์วิธีการ
แบบละโมภ (Greedy Algorithm) เข้ามาช่วย คือนอกจากการตัดค าจากรูปแบบค าที่สอดคล้องมาก
ที่สุดแล้ว ยังเลือกค าที่ยาวที่สุดอีกด้วย ดังนั้นหากใช้อัลกอริทึมการตัดค าด้วยพจนานุกรมแบบที่เลือก
ค าที่สอดคล้องมากที่สุดที่ได้รับการปรับปรุง จากประโยค “ช่างวัด รอบอก” จะได้การตัดค าตาม
รูปแบบที่ 1 (“ช่าง”, “วัด”, “รอบ” และ “อก”) จึงเป็นการตัดค าที่ถูกต้องส าหรับประโยค “ช่างวัด
รอบอก” 

2.2.1.2 การตัดค าหยุด (Stop-word Removal) 
 

การตัดค าหยุด [11] คือ กระบวนการตัดค าหรือสัญลักษณ์ที่พบบ่อยมากในเอกสาร 
แต่ค าหรือสัญลักษณ์เหล่านั้นไม่ได้ส่งผลต่อการจัดกลุ่มเอกสาร ดังนั้นเมื่อท าการตัดออกแล้วไม่ท าให้
ใจความในเอกสารนั้นๆ เปลี่ยนไป ตัวอย่างค าที่เป็นค าหยุด เช่น ค าบุพบทค าสันธาน ค าสรรพนาม 
เป็นต้น  

สมมติค าว่า ค าว่า “ฉัน”, “อยาก”, “ไป”, “มี” และ “ที่” เป็นค าหยุดในภาษาไทย 
ดังนั้นสามารถยกตัวอย่างการตัดค าหยุดทั้งในเอกสารภาษาไทยได้ดังแสดงใน ตารางที่ 2.1 

ตารางที่ 2.1 ตัวอย่างการตัดค าหยุดในภาษาไทย 

2.2.2 การแทนเอกสารข้อความ (Text Representation) 

การแทนเอกสารข้อความ  คือ การแสดงข้อความที่ไม่มีโครงสร้างข้อมูลให้อยู่ในรูปแบบ
ที่ง่ายต่อการประมวลผล เนื่องจากคอมพิวเตอร์ไม่สามารถเรียนรู้ และจ าแนกหมวดหมู่ของเอกสารที่
เป็นภาษาธรรมชาติได้โดยตรง จึงต้องแปลงเอกสารให้อยู่ในรูปแบบที่คอมพิวเตอร์สามารถเรียนรู้ได้
โดยขั้นตอนนี้เรียกว่า การท าดัชนี (Indexing) [12] เพ่ือสร้างตัวแทนเนื้อหาของเอกสาร (Document 
Representation) ส าหรับใช้ในกระบวนการเรียนรู้   วัตถุประสงค์ของการสร้างดัชนี คือ  

ประโยคต้นฉบับ ประโยคที่ผ่านการตัดค า ภายหลังตัดค าหยุด 
ฉันอยากไปเรียนคอมพิวเตอร์ ฉัน/ อยาก/ ไป/ เรียน/ คอมพิวเตอร์ เรียน, คอมพิวเตอร์ 
วิทยาศาสตร์มีการทดลองที่สนุก วิทยาศาสตร์/ มี/ การ/ ทดลอง/ ที่/ สนุก วิทยาศาสตร์, การ, ทดลอง, สนุก 
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การค านวณหาค่าที่จะมาใช้เป็นค่าคุณลักษณะของเอกสาร หรืออาจจะเรียกได้ว่าการหาค่าน้ าหนัก 
(Term Weighting) 

 W1 W2 … Wk … Wv 

D1 W11 W12 … W1k … W1v 

D2 W21 W22 … W2k … W2v 

D3 W31 W32 … W3k … W3v 

…. …. …. …. …. …. …. 

DN WN1 WN2 … WNk … WNv 

รูปที่ 2.7 Bag of Words 

การสร้างดัชนีโดยทั่วไปที่นิยมใช้กัน จะเริ่มจากการสร้างเวกเตอร์ตัวแทนเอกสาร 
จากนั้นจะสร้างเมตริกซ์ของกลุ่มเอกสารขึ้นจากเวกเตอร์เอกสารทั้งหมดในกลุ่ม ซึ่งใช้วิธีหาความถี่ของ
ค าท่ีปรากฏในเอกสารที่ผ่านการตัดค ามาเป็นค่าน้ าหนัก ถ้าค าใดที่ผ่านการตัดค ามีปริมาณมาก ก็จะมี
ค่าความถ่ีมาก ซึ่งจะส่งผลให้ได้ค่าน้ าหนักที่มีค่าสูงมากตาม เมื่อถึงขั้นตอนนี้จะได้รูปแบบที่มีลักษณะ
ของการแสดงความสัมพันธ์ระหว่างค า (Words: W) และเอกสารสารทั้งหมด (Documents: D) ด้วย
เวกเตอร์ 2 มิติ ซึ่งค าที่ได้นั้นต้องผ่านการท าดัชนีและการตัดค าหยุด (Stop-words) ออกไปและ
เอกสารทั้งหมดอยู่ในรูปแบบ Vector Space Model หรือบางครั้งเรียกรูปแบบนี้ว่า Bag of Words 
โดยสามารถแสดงได้ดังรูปที่ 2.7   

ในงานวิจัยรูปแบบของการแทนเอกสารข้อความที่ได้รับความนิยม คือ แบบจ าลอง
ปริภูมิเวกเตอร์ (Vector Space Model: VSM) และ VSM จะก าหนดให้เอกสารแต่ละฉบับ
เปรียบเสมือนเวกเตอร์ของฟีเจอร์ (Features) โดยที่ขนาดของเวกเตอร์จะขึ้นอยู่กับจ านวนของฟีเจอร์
ที่ปรากฏอยู่ในเอกสารฉบับนั้น และส่วนมากคุณลักษณะหรือฟีเจอร์ของเอกสารข้อความที่นิยมใช้เป็น 
“ค า” ด้วยเหตุนี้เราจึงนิยมเรียกโครงสร้างแบบ VSM นี้ว่า “ถุงค า (Bag-of-Words: BOW)” แต่ก็มีสิ่ง
ที่ท าให้ถุงค า และ VSM มีความแตกต่างกันก็คือ ในเรื่องมุมมองของการแทนเอกสารข้อความนั่นคือ 
ถุงค าเป็นโครงสร้างที่ใช้จัดเก็บ “ค า” หรือ “เทอม (Term)” สามารถสกัดได้จากเอกสารข้อความโดย
ไม่มีการเรียงล าดับค า (Unordered List of Words) และปราศจากสารสนเทศอ่ืนๆ เช่น ชนิดของค า 
(Part of Speech: POS) โครงสร้าง (Syntax) หรือความหมาย (Semantics) แต่ในส่วนของ VSM ก็
คือถุงค าได้มีการเพ่ิมสารสนเทศที่เรียกว่า “น้ าหนักค า (Term Weight)” เข้าไปด้วย นอกจากจะใช้ 
VSM ในการแทนข้อมูลเอกสารข้อความ VSM ยังสามารถใช้ในการแทนข้อมูลประเภทอ่ืนๆ ได้ด้วย
เช่น ข้อมูลภาพ (Image) หรือข้อมูลไมโครอาร์เรย์ ของดีเอ็นเอ (DNA Microarray) เป็นต้น 

สมมติว่ามีเอกสารข้อความ 2 เอกสาร ได้แก่  
D1: ฉันอยากไปเรียนคอมพิวเตอร์ 
D2: วิทยาศาสตร์มีการทดลองท่ีสนุก 
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เมื่อผ่านการเตรียมเอกสารข้อความด้วยขั้นตอนของการตัดค าแล้วเอกสารเหล่านี้
สามารถแสดงในรูปแบบของถุงค าได้ดังตารางที่ 2.2 

ตารางที่ 2.2 ตัวอย่างการแทนเอกสารข้อความด้วย BOW 

 

คอ
มพิ

วเต
อร

 ์

วิท
ยา

ศา
สต

ร ์

คณ
ิตศ

าส
ตร

 ์

เรีย
น 

กา
ร 

ทด
ลอ

ง 

ไม
 ่

สน
ุก Class 

D1 1 0 0 1 0 0 0 0 YES 

D2 0 1 0 0 1 1 0 1 YES 
 

ในตารางที่ 2.2 ค่า 0 หมายถึง ค าที่ไม่ปรากฎ (Absence) ในเอกสาร ในขณะที่ค่า 1 
หมายถึงค าที่ปรากฎ (Presence) ในเอกสารนั่นเอง 

 

 

2.2.3 การให้น้้าหนักค้า (Term Weighting) 
 

 

2.2.3.1 การให้น  าหนักค า (Term Weighting) 
 

การให้น้ าหนักค า [13]  คือ การก าหนดค่าน้ าหนักให้กับ “ค า” เพ่ือแสดงให้เห็นว่า
เอกสารหรือข้อความของค าที่ปรากฏในเอกสารหรือในแต่ละคลาสมีนัยส าคัญมากน้อยเพียงใด แสดง
ให้เห็นถึงความสัมพันธ์ระหว่างเอกสารและข้อความได้มากขึ้น ก่อนที่เราจะให้น้ าหนักค าและสามารถ
น าค านั้นไปวิเคราะห์หาความถี่ได้ เราต้องแปลงข้อความเอกสารให้อยู่ในรูปแบบของ Vector Space 
Model (VSM) หรือ Bag-of-Word: BOW ก่อน การให้น้ าหนักค ามีหลายวิธีดังนี้ 

การให้น้ าหนักค าแบบไม่มีผู้สอน (Unsupervised Term Weighting) [14] คือ การให้
น้ าหนักของค าภายในเอกสารทั้งหมดโดยไม่มีการแบ่งคลาสอาจท าให้ประสิทธิภาพในการจ าแนก
ข้อความลดลง การให้น้ าหนักค าแบบไม่มีผู้สอนมีหลายรูปแบบ เช่น การให้น้ าหนักแบบพิจารณา
ความถี่ของค า (Term Frequency: tf) และ ความถี่ของค า - ความถี่เอกสารผกผัน (Term 
Frequency – Inverse Document Frequency: tf-idf)  

การให้น้ าหนักค าแบบมีผู้สอน (Supervised Term Weighting) [15] จะใช้ส าหรับ
เอกสารชุดฝึกเพ่ือค านวณหาน้ าหนักของค า การให้น้ าหนักค าแบบมีผู้สอนมีหลายรูปแบบ เช่น 
ความถี่ของค า – ช่วงเวลาแรงโน้มถ่วงผกผัน (Term Frequency-Inverse Gravity Moment:  
tf-igm) 

ตัวอย่างในที่นี้จะสมมุติให้เอกสารเป็นเอกสาร ภาษาไทย 4 ฉบับ ดังนี้ 

D1: ฉันอยากไปเรียนคอมพิวเตอร์ 
D2: วิทยาศาสตร์มีการทดลองท่ีสนุก 
D3: ฉันไม่อยากเรียนคณิตศาสตร์ 
D4: วิชาภาษาไทยน่าเบื่อ 
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จากทั้ง 4 เอกสาร เมื่อผ่านขั้นตอนการตัดค าหยุด การคัดเลือกค าด้วยพจนานุกรม  
สามารถแสดงได้ดังตารางที่ 2.3 

ตารางที่ 2.3 แสดงค าส าคัญที่ได้ภายหลังการคัดเลือกค าด้วยพจนานุกรม 
ประโยคต้นฉบับ ประโยคที่ผ่านการตัดค า ภายหลังตัดค าหยุด 

ฉันอยากไปเรียนคอมพิวเตอร ์ ฉัน/ อยาก/ ไป/ เรยีน/ คอมพิวเตอร์ เรียน, คอมพิวเตอร ์
วิทยาศาสตร์มีการทดลองที่สนุก วิทยาศาสตร์/ ม/ี การ/ ทดลอง/ ที่/ สนุก วิทยาศาสตร,์ การ, ทดลอง, สนุก 
ฉันไม่อยากเรียนคณิตศาสตร์ ฉัน/ ไม/่ อยาก/ เรียน/ คณิตศาสตร ์ ไม,่ เรียน, คณิตศาสตร ์
วิชาภาษาไทยน่าเบื่อ วิชา/ ภาษาไทย/ น่าเบื่อ วิชา/ ภาษาไทย/ น่าเบื่อ 

 

เมื่อได้ผลลัพธ์ดังตาราง 2.3 จะสามารถแสดงความสัมพันธ์ระหว่าง “ค าส าคัญ” และ
“เอกสาร” ในรูปแบบของ VSM หรือ BOW โดย POS แสดงคลาสที่เป็น Positive และ NEG  
แสดงคลาสที่เป็น NEGATIVE 

ตารางที่ 2.4 แสดงความสัมพันธ์ระหว่างค าส าคัญและเอกสาร 
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Class 

D1 1 0 0 1 0 0 0 0 0 0 0 POS 
D2 0 1 0 0 1 1 0 1 0 0 0 POS 
D3 0 0 1 1 0 0 1 0 0 0 0 NEG 
D4 0 0 0 0 0 0 0 0 1 1 1 NEG 

 

2.2.3.2 การให้น  าหนักค าแบบไม่มีผู้สอน (Unsupervised Term Weighting) การ
ให้น  าหนักค าแบบไม่มีผู้สอน 
 

2.2.3.2.1 ให้น้ าหนักแบบ Term Frequency: tf 
การให้น้ าหนักแบบ tf [13] เมื่อ tf เป็นความถี่ของค าหนึ่งๆ ที่พบในแต่ละเอกสาร

ในที่นี้จะหาจากสมการที่เรียกว่า ค่าความถ่ีที่สเกลแบบลอการิทึม (Logarithmic- scale frequency) 
นั่นคือ  

𝒕𝒇(𝒕 𝒅)  𝒍𝒐𝒈(𝟏  𝒇𝒕 𝒅) (2.1) 

โดยที่ 𝑡𝑓(𝑡 𝑑) หมายถึง จ านวนครั้งที่พบ 𝑡 ในเอกสาร 𝑑  
 

2.2.3.2.2 ให้น้ าหนักแบบ 𝑡𝑓  𝑖𝑑𝑓 
 

การให้น้ าหนักแบบ 𝑡𝑓  𝑖𝑑𝑓 เป็นวิธีการสร้างตัวแทนเอกสารในรูปแบบของ
เวกเตอร์เพื่อใช้ในการจัดกลุ่มของเอกสารให้ตรงกับหมวดหมู่ที่ถูกก าหนดไว้ [14] โดย 𝑡𝑓 เป็นการหา
ความถี่ของค าหนึ่งๆ ที่พบในแต่ละเอกสาร และ 𝑖𝑑𝑓 ก็คือ global weight ที่เป็นการหาส่วนกลับของ
ความถี่ของค าในเอกสาร หรือที่เรียกว่าระบบน้ าหนักความถ่ีเอกสารผกผัน ซึ่งหาได้จากสมการที่ 2 
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𝒊𝒅𝒇   𝐥𝐨𝐠 𝑵 𝒅𝒇  (2.2) 

โดยที่ N คือจ านวนเอกสารทั้งหมดในคลัง และ 𝑑𝑓 คือจ านวนเอกสารที่มีค าๆ นั้น
ปรากฏอยู่ 

𝑡𝑓  𝑖𝑑𝑓   𝑡𝑓  𝑖𝑑𝑓  (2.3) 

จากสมการดังกล่าวเป็นวิธีการหาตัวแทนเวกเตอร์เพ่ือน าไปค้นคืนสารสนเทศที่
เป็นกลุ่มของเอกสาร ซึ่งวิธีนี้เป็นการให้น้ าหนักอย่างง่ายแต่ก็ได้รับการยอมรับว่ามีประสิทธิภาพที่  
น่าพอใจกับการจัดกลุ่มเอกสาร 

จากข้อมูลข้างต้นจะเห็นว่ามีเอกสารทั้งหมด 4 เอกสาร เมื่อน ามาค านวณหาค่า
น้ าหนักด้วยสมการ 𝑡𝑓  𝑖𝑑𝑓 จะสามารถแสดงขั้นตอนได้ดังนี้ คือ 

ขั้นตอนที่ 1 : หาค่า 𝑡𝑓 ที่เป็นความถี่ของค าแต่ละค าที่อยู่ในเอกสารนั้นๆ ว่าพบกี่ครั้ง 
ขั้นตอนที่ 2 : หาค่า 𝑖𝑑𝑓 คือการหาค่าส่วนกลับของแต่ละค าในเอกสารนั้นๆ 

 

การค านวณหา 𝑖𝑑𝑓 ท าได้โดยใช้สมการ 𝑖𝑑𝑓      𝑁 𝑑𝑓 โดย 𝑁 คือ 
จ านวนเอกสารทั้งหมดในคลังเอกสาร และ 𝑑𝑓 คือจ านวนเอกสารที่มีค านั้นๆ ปรากฎอยู่ และสามารถ
ค านวณหาค่า 𝑖𝑑𝑓 ได้ดังนี้ในที่นี้จะให้ 𝑁    

 

𝑖𝑑𝑓คอมพิวเตอร์   =    (4 1) = 0.602 
𝑖𝑑𝑓วิทยาศาสตร์ =    (4 1) = 0.602 
𝑖𝑑𝑓คณิตศาสตร์   =    (4 1) = 0.602 
𝑖𝑑𝑓เรียน   =    (4 2) = 0.301 
𝑖𝑑𝑓การ   =    (4 1) = 0.602 
𝑖𝑑𝑓ทดลอง   =    (4 1) = 0.602 
𝑖𝑑𝑓ไม่   =    (4 1) = 0.602 
𝑖𝑑𝑓สนุก   =    (4 1) = 0.602 
𝑖𝑑𝑓วิชา   =    (4 1) = 0.602 
𝑖𝑑𝑓ภาษาไทย   =    (4 1) = 0.602 
𝑖𝑑𝑓น่าเบ่ือ   =    (4 1) = 0.602 

 

ขั้นตอนที่ 3 : การค านวณหาค่า 𝑡𝑓  𝑖𝑑𝑓  
ในขั้นตอนนี้จะเป็นการน าเอาค่า 𝑡𝑓 ที่ได้คูณเข้ากับค่า 𝑖𝑑𝑓 เช่น ในเอกสาร 

ที่ 1 ค าท่ีพบได้แก่ “คอมพิวเตอร์” และ “เรียน” โดยค าเหล่านี้ ที่ปรากฏในเอกสารที่ 1 มีค่า 𝑡𝑓 เป็น 
1 และ 1 ตามล าดับ เมื่อน ามาหาค่า 𝑡𝑓  𝑖𝑑𝑓  จะได้ผลลัพธ์ ดังต่อไปนี้ 
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tf-idf “คอมพิวเตอร์”, D1 = 1 x 0.602 = 0.602 
tf-idf “เรียน”, D1 = 1 x 0.301 = 0.301 
tf-idf “วิทยาศาสตร์”, D2 = 1 x 0.602 = 0.602 
tf-idf “การ”, D2 = 1 x 0.602 = 0.602 
tf-idf “ทดลอง”, D2 = 1 x 0.602 = 0.602 
tf-idf “คณิตศาสตร์”, D3 = 1 x 0.602 = 0.602 
tf-idf “เรียน”, D3 = 1 x 0.301 = 0.301 
tf-idf “ไม่”, D3 = 1 x 0.301 = 0.301 
tf-idf “วิชา”, D4 = 1 x 0.602 = 0.602 
tf-idf “ภาษาไทย”, D4 = 1 x 0.602 = 0.602 
tf-idf “น่าเบื่อ”, D4 = 1 x 0.602 = 0.602 

ดังนั้นผลการค านวณค่า 𝑡𝑓  𝑖𝑑𝑓  ของค าในแต่ละเอกสาร จึงสามารถแสดงได้ดังตารางที่ 2.5  

ตารางที่ 2.5 แสดงเอกสารที่ผ่านการให้น้ าหนักด้วย 𝑡𝑓  𝑖𝑑𝑓  
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Class 

D1 0.602 0 0 0.301 0 0 0 0 0 0 0 POS 
D2 0 0.602 0 0 0.602 0.602 0 0.602 0 0 0 POS 
D3 0 0 0.602 0.301 0 0 0.602 0 0 0 0 NEG 
D4 0 0 0 0 0 0 0 0 0.602 0.602 0.602 NEG 

 

2.2.3.2.3  ให้น้ าหนักแบบ 𝑡𝑓  𝑖𝑔𝑚 
 

การให้น้ าหนักแบบ 𝑡𝑓  𝑖𝑔𝑚 คือวิธีการสร้างตัวแทนเอกสารในรูปแบบของ
ความถี่ของค า-ส่วนกลับของช่วงเวลาแรงโน้มถ่วง [15] เพ่ือเป็นการวัดค่าน้ าหนักของค า คือค าต่างๆ 
ที่มีการกระจายระหว่างคลาสไม่สม่ าเสมอ เป็นแนวคิดที่คล้ายกับแนวคิดเรื่อง “โมเมนต์แรงโน้มถ่วง 
(Gravity Moment: GM)” ในทางฟิสิกส์ ซึ่งสมการของ 𝑖𝑔𝑚 สามารถแสดงได้ดังนี ้

 

𝒊𝒈𝒎(𝒕𝒊)  
𝒇𝒊𝟏

∑  𝒓𝒎
𝒓 𝒇𝒊𝒓

 (2.4) 

เมื่อ 𝑓𝑖𝑟  คือจ านวนของเอกสารที่มีค า 𝑡𝑖 ในคลาสที่ 𝑟  𝑡𝑕 โดยเรียงล าดับจากมากไปหาน้อย 
และ 𝑓𝑖1  คือจ านวนความถี่ของค า 𝑡𝑖 ที่ปรากฏในคลาส 

การค านวณค่าน้ าหนักแบบ 𝑡𝑓  𝑖𝑔𝑚  จะมีการใช้ตัวแปรแลมด้า ( ) เป็นค่าสัมประสิทธิ์ที่
ปรับได้ (Adjustable Coefficient) โดยทั่วไปค่า   จะถูกก าหนดไว้ที่ 7.0 เพราะในงานวิจัยหลายๆ 
งานให้ความคิดเห็นว่าเป็นค่าที่เหมาะสมที่สุด (Chen et al., 2016) นอกจากนี้    ยังสามารถ
ก าหนดให้อยู่ระหว่างค่า 5.0 ถึง 9.0 สมการ 𝑡𝑓  𝑖𝑔𝑚 สามารถแสดงได้ดังนี้ 
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𝒘𝒕𝒇 𝒊𝒈𝒎(𝒕𝒌)  𝒕𝒇(𝒕𝒊 𝒅𝒋)  (𝟏  𝝀  𝒊𝒈𝒎(𝒕𝒊)) (2.5) 

เมื่อ 𝑡𝑓(𝑡𝑖 𝑑𝑗)  คือความถี่ของค า 𝑡𝑖 ที่พบในเอกสาร 𝑑𝑗 

𝒘𝒔𝒒𝒓𝒕 𝒕𝒇 𝒊𝒈𝒎(𝒕𝒌)  𝒔𝒒𝒓𝒕 𝒕𝒇(𝒕𝒊 𝒅𝒋)  (𝟏  𝝀  𝒊𝒈𝒎(𝒕𝒊)) 
 

(2.6) 

𝑖𝑔𝑚𝑖𝑚𝑝(𝑡𝑖)  |
| 𝑓𝑖1

∑  𝑟  𝑙𝑜𝑛𝑔10
𝑚
𝑟 𝑓𝑖𝑟

(
𝐷𝑡𝑜𝑡𝑎𝑙(𝑡𝑖 𝑚𝑎𝑥)

𝑓𝑖1
)

|
| (2.7) 

จากตารางที่ 2.5 และสมการที่  5 เมื่อก าหนดค่า 𝜆 =7.0 จะสามารถค านวณค่าน้ าหนักของ
ค าว่า “คณิตศาสตร์” ด้วย 𝑡𝑓  𝑖𝑔𝑚 ได้ตัวอย่างต่อไปนี้ 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")
  𝑡𝑓(𝑡𝑖  𝑑𝑗)  (1  𝜆  𝑖𝑔𝑚(𝑡𝑖)) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  𝑡𝑓(𝑡𝑖  𝑑𝑗)  (1  𝜆  
𝑓𝑖1

∑  𝑟𝑚
𝑟 𝑓𝑖𝑟

) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  1  (1  7 0  
1

(1  1)  (0  2)
) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  8 

2.2.4 Word2Vec 

Word2vec [16] คือ โมเดล Word Embedding ที่มีการแปลง “ค า” เป็น 
“ตัวเลข” ซึ่งเป็นหนึ่งในวิธีในการสร้างคุณลักษณะจาก “ค า” วิธีหนึ่ง โดยจะท าการลดขนาด vector 
space ลง โดย Word2Vec พัฒนาโดยทีมนักวิจัยของ Google น าโดย Tomas Mikolov แนวคิดของ 
Word2Vec ก็คือการแสดง “ค า” ให้อยู่ในรูปของ “vector” ที่ใช้วิธีการค านวณตัวเลขของค านั้นๆ 
จาก context รอบๆ ค านั่นคือ แทนที่จะนับว่าแต่ละค าเกิดข้ึนพร้อม target word กี่ครั้ง แต่เราจะท า
การสร้างตัวจ าแนก (Classifier) เพ่ือท านายว่า “ค า” ที่ก าลังพิจารณาใน context word นี้ มีโอกาส
เกิดใกล้ๆ กับ target word หรือไม่ แทน ในความเป็นจริงแล้ว เราจะไม่ได้สนใจงานท านายนี้หรอก  
เราเพียงต้องการจะเอาค่าน้ าหนัก หรือ Weight ที่ ได้จากการสร้างตัวจ าแนกมาเป็น  
Word Embedding 

Word2Vec ประกอบด้วยแนวคิดหลัก 2 แนวคิด คือ (1) ความหมายของค าค าหนึ่ง
นั้นอาจสามารถถูกท านายได้จากบริบทของค าที่อยู่รอบข้าง และ (2) ค าที่อยู่รอบข้างของค าค าหนึ่งก็
อาจสามารถถูกท านายได้จากค าค านั้นเช่นกัน และแนวคิดทั้งสองนี้ถูกน าไปสร้างเป็นเครื่องมือหลักใน 
Word2Vec คือ Continuous Bag of Words (CBOW) และ Skip-gram ตามล าดับ 

2.2.4.1 โมเดล Continuous Bag of Words (CBOW) 
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ในการใช้งานโมเดล CBOW [17] นั้น ผู้ใช้จะต้องท าการสร้างเครือข่ายสมองแบบตื้น  
(Shallow Neural Network) โดยจะใช้เวกเตอร์ของค า (Word Vector) เป็นชั้นอินพุต (Input 
Layer) ซึ่งจะเชื่อมต่อเข้ากับชั้นซ่อน (Hidden Layer) จ านวน 1 ชั้น โดยที่เราสามารถก าหนดจ านวน 
โหนดในชั้นนี้ได้ตามต้องการ แต่โดยทั่วไปแล้ว โหนดในชั้นซ่อนควรจะมีจ านวนน้อยกว่าจ านวนมิติ  
ของเวกเตอร์ที่เป็นชั้นอินพุต และท าการต่อเข้าสู่ชั้นเอาต์พุต (Output Layer) ที่มีจ านวนมิติเท่ากับ 
ชั้ น อิน พุต จากนั้ นจึ งท าการ เรี ยนรู้ โ ม เดล ( Training)  ในรูปแบบของการจ าแนกข้อมู ล 
(Classification) 

 

 

 

 
รูปที่ 2.8 ตัวอย่างโมเดล 

CBOW ที่มีค า เดียวในบริบท 
ที่มา: 

https://bigdata.go.th/big-data-101/word2vec/ 

ส าหรับแต่ละค าในประโยคหรือข้อความที่จะวิเคราะห์นั้น ในขั้นตอนของการเรียนรู้
โมเดลจะน าเอาเวกเตอร์ของค าที่อยู่รอบๆ “ค าที่ก าลังพิจารณา” ในระยะหรือขนาดของบริบท 
(Context Size) ที่ก าหนดมาใช้เป็นอินพุตส าหรับการท าการจ าแนกข้อมูล จากนั้นจะใช้เวกเตอร์  
ของ “ค าที่ก าลังพิจารณา” ซึ่งมีต าแหน่งอยู่ที่ตรงกลาง (Center Word) ของบริบท เป็นเป้าหมาย 
ในการท านายผลลัพธ์ในชั้นเอาต์พุต ซึ่งรูปที่ 2.8 แสดงรูปแบบของการท านายค าที่อยู่รอบๆ  
“ค าท่ีก าลังพิจารณา” ที่ท าหน้าที่เป็นค าตรงกลาง 

 
 
 
 

รูปที่ 2.9 ตัวอย่างที่แสดงรูปแบบของการท านายค าที่อยู่รอบๆ “ค าท่ีก าลังพิจารณา”  
ที่ท าหน้าที่เป็นค าตรงกลาง 

ที่มา: https://bigdata.go.th/big-data-101/word2vec/ 
 

https://bigdata.go.th/big-data-101/word2vec/
https://bigdata.go.th/big-data-101/word2vec/
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2.2.4.2 โมเดล Skip-gram 

โมเดล Skip-gram [18] จะมีการสร้างเครือข่ายสมองแบบตื้นเหมือนกับที่ใช้งานใน
โมเดล CBOW  โดยชั้นอินพุตและชั้นเอาต์พุตจะมีขนาดเท่ากัน และมีชั้นซ่อนจ านวน 1 ชั้น 
เช่นเดียวกับท่ีแสดงในรูปที่ 2.8  

แต่การเรียนรู้ของโมเดล Skip-gram นั้นจะต่างจากการโมเดล CBOW เพราะจะไม่
ใช้ เวกเตอร์ของค าต่างๆ ในบริบทของค าแต่ละค าเพ่ือการท านายค าดังกล่าว แต่โมเดล Skip-gram 
เลือกใช้ค าหนึ่งๆ ในการท านายค าทุกค าที่อยู่ในบริบทของค านั้นแทน (รูปแบบการท างานของ 
 Skip-gram ดูได้ในรูปที่ 2.9) จึงท าให้การพิจารณาค าจะแตกต่างจาก CBOW นั่นคือ “ค า” ใน
ประโยคหรือข้อความที่น ามาพิจารณานั้น การเรียนรู้โมเดลของ Skip-gram โดยการน าเอาเวกเตอร์
ของค าที่จะพิจารณามาใช้เป็นค าตรงกลาง หรือ Center Word จากนั้นจะท านายการกระจายตัวเชิง
ความน่าจะเป็น (Probability Distribution) ของค าที่เป็นไปได้ที่น่าจะเป็นบริบทของค าที่ก าลัง
พิจารณา 
 

 
 

 

รูปที่ 2.10 ตัวอย่างที่แสดงรูปแบบรูปแบบการท างานของ Skip-gram 
ที่มา: https://bigdata.go.th/big-data-101/word2vec/ 

2.2.5 โมเดลการจ าแนกความรู้สึก (Sentiment Classifier Model) 

หลังจากที่ ได้ เตรียมเอกสารข้อความ การท าความสะอาดเอกสารข้อความ การท า 
โทเค็นไนเซชั่น การตัดค าหยุด และได้ถุงค า ที่บรรจุ “ค า” มีการให้น้ าหนักและท าการคัดเลือกค าที่จะ
เป็นคุณลักษณะที่เหมาะสมเรียบร้อยแล้ว ก็จะน าถุงค านั้นเข้าสู่ขั้นตอนของการประมวลผลเพ่ือสร้าง
ตัวแบบส าหรับใช้ในการการจ าแนกเอกสารข้อความแบบอัตโนมัติ หรือเรียกสั้นๆ ว่า “ตัวจ าแนก
เอกสารข้อความ (Text Classifier)” อัลกอริทึมที่ใช้สร้างตัวจ าแนกเอกสารนั้น จะเป็นอัลกอริทึม 
การเรียนรู้ของเครื่องแบบมีผู้สอน (Supervised Machine Learning Algorithm) เนื่องจากได้รับ
ความนิยม น ามาประยุกต์ใช้เพ่ือการสร้างตัวจ าแนกเอกสารข้อความนั้นมีหลายตัว เช่น พหุนาอีฟเบย์ 
(Multinomial Naïve Bayes: MNB) ขั้นตอนวิธีเพ่ือนบ้านใกล้ที่สุด (K-Nearest Neighbor: K-NN) 
ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machines: SVM) ป่าสุ่ม (Random Forest: RF) และ 
K Fold เป็นต้น 

 

 

 

https://bigdata.go.th/big-data-101/word2vec/
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2.2.5.1 โมเดลการจ าแนกความรู้สึก (Sentiment Classifier Model) 

ในการจ าแนกเอกสารมักจะใช้อัลกอริทึมพหุนาอีฟเบย์ [19] โดยมีพ้ืนฐาน
แนวคิดมาจากทฤษฎีของเบย์ (Bayes’ Therem) ที่จะจัดข้อมูลในรูปแบบเวกเตอร์ สมมติก าหนด
เวกเตอร์ของเอกสารอยู่ในรูปแบบ dy = {wy1, wy2, …., wyn} นั่นคือ เวกเตอร์ของเอกสาร d ใน
คลาส y โดยมีคุณลักษณะ wจ านวน n ตัว ดังนั้นจะเขียนสมการของความน่าจะเป็นของ w ใน
เอกสาร d ที่ท าให้เกิดคลาส y 

 𝑑𝑦𝑖  𝑃(𝑥𝑖 𝑦) (2.8) 
dy เป็นการประมาณค่าสูงสุดหรือ Likeliihood ซึ่งเขียนสมการได้คือ 

 
𝑑̂𝑦  

𝑁𝑦𝑖  𝛼

𝑁𝑦  𝛼𝑛

 (2.9) 

 𝑁𝑦𝑖  ∑ 𝑤𝑖
𝑥 𝑇

 (2.10) 

จากสมการที่ (2.10) เป็นจ านวนความถี่ของค า w ที่ i ที่อยู่ในคลาส y 

 
𝑁𝑦  ∑ 𝑁𝑦𝑖

 𝑇 

𝑖 1
 (2.11) 

จากสมการที่ (2.11) เป็นจ านวนค า w ทั้งหมดในคลาส y 

  เพ่ือป้องกันค่าความน่าจะเป็นมีค่าเป็น 0 จึงมีการบวกค่า   เข้ามาในสมการ  
โดยค่า   ที่บวกเข้ามานั้นจะมีค่ามากกว่า 0 เรียกวิธีการนี้ว่า Laplace Smooting ถ้าหากค่า    
มีค่าน้อยกว่า 0 จะเรียกว่า Lidstone Smoothing โดยทั่วไปมักจะใช้วิธีการแบบ Laplace 
Smooting 
  ในการสร้างตัวจ าแนกเอกสาร สามารถแสดงขั้นตอนในการสร้างตัวจ าแนกเอกสาร
ได้ดังนี้ 
  ขั้นตอนที่ 1: หาความน่าจะเป็นของคลาส 
 𝑃̂(𝑐)  

𝑁𝑐

𝑁𝑑𝑜𝑐

 (2.12) 

จากสมการที่ (2.12) Nc คือ จ านวนเอกสารในคลาส c ที่มีในคลังเอกสาร และ  
Ndoc คือ จ านวนเอกสารทั้งหมดในคลังเอกสาร 

  ขั้นตอนที่ 2: หาความน่าจะเป็นของ “ค า” แต่ละค า ที่ปรากฏในคลาสนั้นๆ  
 

𝑃̂(𝑤𝑖 𝑐)  
𝑐𝑜𝑢𝑛𝑡(𝑤𝑖  𝑐)  1

∑ (𝑐𝑜𝑢𝑛𝑡(𝑤𝑖  𝑐)  1)𝑤 𝑉

 (2.13) 
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หรืออาจจะใช้สมการ (2.14) ซึ่ง คือขนาดหรือจ านวนค าทั้งหมดที่ใช้เป็นคุณลักษณะ 

 
𝑃̂(𝑤𝑖 𝑐)  

𝑐𝑜𝑢𝑛𝑡(𝑤𝑖  𝑐)  1
∑ (𝑐𝑜𝑢𝑛𝑡(𝑤𝑖  𝑐)  𝑉)𝑤 𝑉

 (2.14) 

2.2.5.2 ขั นตอนวิธีเพื่อนบ้านใกล้เคียงท่ีสุด (K-nearest Neighbors: KNN) 

KNN [20] นับเป็นเทคนิคที่มีวิธีการไม่ซับซ้อนและเข้าใจได้ง่ายที่สุดที่ใช้ ในการ
จ าแนกประเภทข้อมูล โดยหลักการท างาน คือ จะใช้หลักการเปรียบเทียบความคล้ายคลึงกันของ
ข้อมูลที่สนใจกับข้อมูลอื่นว่ามีความคล้ายคลึงหรืออยู่ใกล้กับข้อมูลใดมากที่สุด k ตัว จากนั้นจะท าการ
ตัดสินใจว่า ค าตอบของข้อมูลที่สนใจนั้นควรเป็นค าตอบเดียวกับข้อมูลที่อยู่ใกล้ที่สุด k ตัวนั้น ทั้งนี้ k 
คือความถี่ของข้อมูลที่อยู่ใกล้กับข้อมูลที่สนใจ KNN มีข้ันตอนดังนี้ 

ขั้นตอนที่ 1: ก าหนดค่า k ซึ่งโดยทั่วไปจะก าหนดให้เป็นเลขคี่ เช่น 3, 5, 7 
และ 9 เป็นต้น 

ขั้นตอนที่ 2: น าวัตถุท่ีต้องการจ าแนกมาวัดหาความคล้ายคลึงหรือความต่างกับ
ข้อมูลทั้งหมดในชุดข้อมูล  โดยทั่วไปจะใช้มาตรวัดระยะห่างที่นิยม ได้แก่ ระยะยูคลิด ( Euclidean 
Distance) 
 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑑𝑥 𝑑𝑦)  √∑(𝑑𝑥  𝑑𝑦)2

𝑛

𝑖 1

 (2.15) 

ขั้นตอนที่ 3: เรียงล าดับวัตถุตามความคล้ายหรือความแตกต่าง โดยทั่วไปจะ
เรียงล าดับจากน้อยไปมาก เพราะข้อมูลที่มีระยะห่างกันยิ่งน้อย แสดงว่ามีความคล้ายคลึงกันมาก 

ขั้นตอนที่ 4: พิจารณาค าตอบจากจ านวนคลาสของค าตอบที่มีมากที่สุดใน k ตัว 
ยกตัวอย่างเช่น หากพิจารณาข้อมูลแบบ 2 คลาสคือ คลาส a และคลาส b โดยพิจารณาจาก k = 5 
ถ้าหากในจ านวนค าตอบของ unknown data จาก 5 ค าตอบ พบว่าเป็นค าตอบของคลาส a จ านวน 
3 ตัว และเป็นค าตอบของคลาส b จ านวน 2 ตัว ก็หมายความว่า unknown data ตัวนั้นจะถูก
พิจารณาให้อยูใ่นคลาส b 

2.2.5.3 ซัพพอร์ตเวคเตอร์แมชชีน (Support Vector Machine : SVM) 

SVM [21] เป็นหนึ่งในอัลกอริธึมการเรียนรู้ภายใต้การดูแลที่ได้รับความนิยม
มากที่สุด ส าหรับการจ าแนกประเภทและปัญหาการถดถอย มีการประยุกต์ใช้ 2 รูปแบบด้วยกัน คือ 
การจ าแนกข้อมูล (Classification) และการวิเคราะห์การถดถอย (Regression) และถ้ามีการน า 
SVM มาใช้ในการจ าแนกข้อมูลจะเรียกว่า “การจ าแนกข้อมูลด้วยซัพพอร์ตเวกเตอร์ (Support 
Vector Classification: SCV)”และหากใช้ในการวิเคราะห์การถดถอยจะเรียกว่า “การถดถอยด้วย
ซัพพอร์ตเวกเตอร์ (Support Vector Regression: SVR)” โดยการท างานของ SVM จะท าการ
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วิเคราะห์ข้อมูลและจ าแนกข้อมูล โดยการแมปข้อมูลกับสเปซคุณลักษณะมิติสูง ซึ่งจะอาศัยหลักการ
ของการหาสัมประสิทธิ์ของสมการเพ่ือสร้างเส้นแบ่งแยกกลุ่มข้อมูลที่ถูกป้อนเข้าสู่กระบวนการสอนให้
ระบบเรียนรู้ โดยเน้นไปยังเส้นแบ่งแยกแยะกลุ่มข้อมูลได้ดีที่สุด ดังรูปที่ 2.11 

 

รูปที่ 2.11 ตัวอย่างการแยกกลุ่มของข้อมูลของ SVM 
ที่มา: https://medium.com/@pradyasin/support-vector-machines-svm-943f9a732a69 

SVM จะท าการแบ่งชุดข้อมูลออกเป็นคลาสเพ่ือค้นหาไฮเปอร์เพลนระยะขอบสูงสุด (Maximum 
Margin Hyperplane: MMH) ซึ่งจุดข้อมูลที่ใกล้กับไฮเปอร์เพลนมากที่สุดเรียกว่าเวกเตอร์สนับสนุน 
เส้นแบ่งจะถูกก าหนดด้วยความช่วยเหลือของจุดข้อมูล โดยมีสมการดังนี้ 

 

SVM ใช้ Hypothesis function แบบเส้นตรง โดยมีสมการดังนี้: 
 

 
(2.16) 

 

ถ้าในกรณีผลลัพธ์เป็นบวก จะท านาย Class y^ ว่าเป็น 1 ส่วนถ้าเป็นลบ ท านายว่าเป็น 0  
เราสามารถเขียนวิธีการตัดสินใจตามเงื่อนไขดังกล่าวได้ดังนี้: 

 (2.17) 

เมื่อได้ค่าของเส้นแบ่งการตัดสินใจ (เส้น Maximum Margin Hyperplane) ในขั้นตอนต่อไปจะเป็น
การก าหนดเส้น Positive Hyperplane และ Negative Hyperplane  โดยเส้นประแต่ละด้านคือ
ต าแหน่งที่ hθ(x) เท่ากับ -1 และ 1 

ความชันของฟังก์ชันการตัดสินใจ เท่ากับ Norm ของ Vector ค่าน้ าหนัก 
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(2.18) 

2.2.5.4 ป่าสุ่ม (Random Forest: RF) 

Rabdon Forest (RF) [22, 23]  เป็นอัลกอริธึมการเรียนรู้ของเครื่องที่ใช้กัน 
อย่างแพร่หลาย พัฒนาโดย Leo Breiman และ Adele Cutle ซึ่ง RF เป็นการรวมเอาต์พุตของ
แผนผังการตัดสินใจหลายรายการเพ่ือให้ได้ผลลัพธ์เดียว และ RF ยังมีความสามารถในการจัดการกับ
ปัญหาการจ าแนกประเภทและการถดถอยได้เนื่องจากแบบจ าลองของ RF ประกอบด้วยแผนผังการ
ตัดสินใจหลายแผนผัง จึงควรเริ่มต้นด้วยการอธิบายอัลกอริทึมแผนผังการตัดสินใจโดยย่อ แผนผังการ
ตัดสินใจจึงพยายามหาการแยกที่ดีที่สุดเพื่อย่อยข้อมูลและ โดยทั่วไปแล้วแผนผังการตัดสินใจจะได้รับ
การฝึกผ่านอัลกอริทึม Classification and Regression Tree (CART) เมตริก โดยใช้ การให้น้ าหนัก
ค า (Term Weighting) เพ่ือใช้ในการประเมินคุณภาพของการแยกได้ จุดแข็งของ RF คือสามารถ
จัดการกับชุดข้อมูลที่ซับซ้อนและลดการโอเวอร์ฟิต   

แม้ว่าแผนผังการตัดสินใจจะเป็นอัลกอริธึมการเรียนรู้แบบมีผู้สอนทั่วไป แต่ก็
อาจมีแนวโน้มที่จะเกิดปัญหา เช่น อคติและการติดตั้งมากเกินไป อย่างไรก็ตาม เมื่อแผนผังการ
ตัดสินใจหลายแผนผังรวมกันในอัลกอริธึมฟอเรสต์แบบสุ่ม แผนผังเหล่านี้จะท านายผลลัพธ์ที่แม่นย า
ยิ่งขึ้น โดยเฉพาะอย่างยิ่งเมื่อแผนผังแต่ละแผนผังไม่มีความสัมพันธ์กัน ดังรูปที่ 2.12 

 

 

 

 
 

 

 

 

รูปที่ 2.12 หลักการท างานของ RF 
ที่มา: https://www.ibm.com/topics/random-forest 

 

https://www.ibm.com/topics/random-forest
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จากรูปที่ 2.12 RF มีไฮเปอร์พารามิเตอร์หลักสามตัว ขนาดโหนด จ านวน
แผนผัง และจ านวนคุณลักษณะที่สุ่มตัวอย่าง ซึ่ง RF ประกอบด้วยคอลเลกชันของแผนผังการตัดสินใจ 
และแต่ละแผนผังในชุดประกอบด้วยตัวอย่างข้อมูลที่ดึงมาจากชุดการฝึกที่มีการทดแทนเรียกว่า
ตัวอย่างบูตสแตรป (Bootstrapping)คือเทคนิคการสุ่มตัวอย่างทางสถิติของการสุ่มตัวอย่างของชุด
ข้อมูลด้วยการแทนที่ ส าหรับการฝึก หนึ่งในสามถูกกันไว้เป็นข้อมูลทดสอบ หรือที่เรียกว่าตั วอย่างที่
ไม่อยู่ในถุง (oob) จากนั้นการสุ่มอีกตัวอย่างหนึ่งจะถูกแทรกเข้าไปในฟีเจอร์การบรรจุถุง เพ่ือเพ่ิม
ความหลากหลายให้กับชุดข้อมูล และลดความสัมพันธ์ระหว่างแผนผังการตัดสินใจ การท านายแต่ละ
ครั้งจะแตกต่างกันขึ้นอยู่กับประเภทของปัญหา โดย RF มีสมการดังนี้ 
 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥  1  ∑(𝑃𝑖)
2

𝑛

𝑖 1

  

 
 [(𝑃 )2  (𝑃 )2] (2.19) 

 

โดยค่า 𝑃  คือความน่าจะเป็นของคลาสที่เป็นบวก และ𝑃  คือความน่าจะเป็นของคลาสที่เป็น
ลบ 

2.2.5.5 K-Fold Cross Validation 

      K-Fold Cross Validation [24] คือ วิธีการที่ใช้ในการคาดเดาค่าความ
ผิดพลาดของแบบจ าลอง (model) คิดค้นโดย Dunlap K. และPopper K. R โดยจะเริ่มจากการแบ่ง
ชุดข้อมูล training set ออกเป็นส่วนๆ ทั้งหมด K ส่วนเท่าๆ กัน  เช่น 5 ส่วน 10 ส่วน  ถ้าเราเลือก
แบ่งข้อมูล 5 ส่วน แปลว่า k=5 เพ่ือสร้างและทดสอบโมเดล ในการแบ่งข้อมูลแต่ละส่วนจะต้องมา
จากการสุ่ม (random) เพ่ือที่จะให้ข้อมูลมีการกระจายเท่าๆ กัน น าไปสร้างและทดสอบโมเดล (train 
+ validate) ท าการค านวณค่าความผิดพลาดทั้งหมด K รอบ โดยแต่ละรอบค านวณข้อมูล ชุดหนึ่ง
จากข้อมูล K ชุด เลือกออกมาเพ่ือเป็นข้อมูลทดสอบและเหลือข้อมูลอีก K-1 ชุด จะถูกใช้เป็นข้อมูล
ส าหรับการเรียนรู้และการศึกษางานวิจัยในครั้งนี้ใช้ K-fold cross validation โดยใช้ K=10 

ตัวอย่าง  ถ้าเราแบ่งข้อมูล k=5 เราจะสร้างและทดสอบโมเดลทั้งหมด 6 รอบ 
เพราะการ train รอบสุดท้าย คือรอบที่ 6 เราจะใช้ all data {1, 2, 3, 4, 5} เพ่ือสร้าง final model 
กับค่า hyperparameters ที่ดีที่สุดจากการทดสอบ 5 รอบ ดังรูปที่ 2.13 
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รูปที่ 2.13 5-fold cross-validation 

 สรุป K-Fold Cross Validation 

- ใช้เปรยีบเทียบว่าข้อมูลชดุไหนดีที่สุดในโมเดล 
- ใช้เปรยีบเทียบระหว่างโมเดลได้ว่าโมเดลไหนดีกว่ากัน 

 

หลักการท างานการวัดประสิทธิภาพของโมเดลแบบ K-Fold Cross Validation 
- แบ่งข้อมูลเรียนรู้ออกเป็น k ชุดเท่าๆ กัน 
- ใช้ข้อมูลส่วนที่เหลือ (k -1 ชุด) เพ่ือท าการสร้างโมเดล 
- เก็บข้อมูลที่แบ่งไว้ 1 ชุด เพื่อท าการ Evaluate 
- วนท าซ้ าจนข้อมูลทุกส่วนถูกน ามาทดสอบ 

   
ค่าความถูกต้องของ Model 

 

(2.20) 

 

2.2.6 การวัดประสิทธิภาพโมเดล (Evaluation) 
เป็นขั้นตอนการประเมินโมเดลเพ่ือใช้ในการจัดกลุ่มเอกสารก่อนการน าไปใช้งานจริงที่

โดยทั่วไปจะใช้เทคนิคมาตรฐาน [22] ที่เรียกว่า ค่าความถูกต้อง (Accuracy) การวัดค่าความระลึก 
(𝑅𝑒𝑐𝑎𝑙𝑙) การวัดค่าความแม่นย า (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) และการวัดค่า 𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 
 



 

 

  24 

 

รูปที่ 2.14 ตาราง Confusion Matrix 
ที่มา: https://towardsdatascience.com/understanding-confusion-matrix-a9ad42dcfd62. 

- True Positive (TP) คือ สิ่งที่โปรแกรมท านายว่าจริง และคนบอกว่ามันจริง 
- True Negative (TN) คือ สิ่งที่โปรแกรมท านายว่าไม่จริง และคนบอกว่ามันไม่จริง 
- False Positive (FP) คือ สิ่งที่โปรแกรมท านายว่าจริง แต่คนบอกว่าไม่จริง 
- False Negative (FN) คือ สิ่งที่โปรแกรมท านายว่าไม่จริง แต่คนบอกว่าจริง 

 

 

การวัดค่าความถูกต้อง (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) [25] คือ เป็นอัตราส่วนของเอกสารที่จัดกลุ่ม 
ได้จากเอกสารทั้งหมดที่มีอยู่ โดยจะน าค่าจากตาราง Confusion matrix มาใช้ในการค านวณ 
หาค่าความระลึกได้ดังนี้ 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦  
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝑇𝑁  𝐹𝑁  𝐹𝑃
 (2.21) 

การวัดค่าความระลึก (𝑅𝑒𝑐𝑎𝑙𝑙) [25] คือ เป็นอัตราส่วนของเอกสารที่จัดกลุ่ม 
ได้จากเอกสารทั้งหมดที่มีอยู่ โดยจะน าค่าจากตาราง Confusion matrix มาใช้ในการค านวณ 
หาค่าความระลึกได้ดังนี้  

𝑅𝑒𝑐𝑎𝑙𝑙  
𝑇𝑃

𝑇𝑃  𝐹𝑁
 (2.22) 

การวัดค่าความแม่นย า (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) [25] คือ เป็นอัตราส่วนของเอกสารที่จัดกลุ่มได้ 
และถูกต้อง ส่วนด้วยจ านวนของเอกสารที่จัดกลุ่มได้  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
𝑇𝑃

𝑇𝑃  𝐹𝑃
 (2.23) 

 

 

https://towardsdatascience.com/understanding-confusion-matrix-a9ad42dcfd62
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การวัดค่า   𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒   เป็นการพิจารณาค่าความสัมพันธ์ระหว่างค่าความระลึก
และค่าความแม่นย า 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒    2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 (2.24) 

โดยที่ค่า 𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  จะมีค่าระหว่าง 0 ถึง 1 ซึ่งถ้าหากค่า 𝐹 มีค่าเข้าใกล้ 1 มาก
เท่าไหร่ก็จะหมายถึง การจัดกลุ่มเอกสารนั้นมีประสิทธิภาพและมีความถูกต้องมากขึ้นเท่านั้น 

2.3 งานวิจัยท่ีเกี่ยวข้อง 
ในส่วนนี้จะเป็นการทบทวนงานวิจัยด้านการวิเคราะห์ความรู้สึกในโดเมนของการศึกษา 

ซึ่งมีดังต่อไปนี้ 
ในงานวิจัยของ Ulfa และคณะ [26] ผู้วิจัยได้อ้างอิงถึงงานวิจัยของ Brenan และ Williams 

[27] และงานวิจัยของ Shankararaman และคณะ [28] ที่กล่าวไว้ว่าค าติชม (Feedback) จาก
ผู้เรียนจะสามารถใช้ในการปรับปรุงคุณภาพของการเรียนการสอนและหลักสูตรได้ ดังนั้นนักวิจัยจึง
สนใจการใช้ประโยชน์จากค าติชมและกระบวนการในการวิเคราะห์ ค าติชมที่ได้มา โดยเฉพาะค าติชม
ที่อยู่ในรูปแบบของ free text ภายใต้ค าถามปลายเปิด (Open Question) ซึ่งนักวิจัยจึงเริ่มศึกษาว่า
ในงานวิจัยที่เกี่ยวข้องกับ “analysis of student feedback on online learning using 
sentiment analysis” มีมากน้อยเพียงใดและมีกระบวนการในการวิเคราะห์ความรู้สึกอย่างไร โดย
นักวิจัยพบว่าจากบทความในช่วง 6 ปี ระหว่าง พ.ศ. 2557-2562 มีงานวิจัยที่เก่ียวข้องกับเรื่องนี้เพียง 
12 เรื่อง และนอกนั้นเขายังพบว่าเทคนิคในการวิเคราะห์ความรู้สึกมี 2 รูปแบบคือ วิธีการเชิงสถิติ  
(Statistical Technique) และวิธีการเชิงความหมาย (Semantic Technique) ในขณะที่อัลกอริทึม
การเรียนรู้ของเครื่อง (Machine Learning) ที่นิยมใช้ ได้แก่ Naive Bayes, Support Vector 
Machine, (SVM), Random Forest, และ Neural Networks ส่วนวิธีการที่นิยมใช้ในการวิเคราะห์
ความรู้สึกก็ได้แก่ การใช้การวิเคราะห์ความรู้สึกด้วยค า (The Lexicon Based Approach) การใช้
การวิเคราะห์ความรู้สึกด้วยกฎ (The Rule-based Approach) และการใช้การวิเคราะห์ความรู้สึก
เชิงสถิติ (Statistical Methods)  

พิชญะ พรมลา และจรัญ แสนราช [29] ได้พบว่าการติชมเรื่องการเรียนการสอนภายใต้
ค าถามปลายเปิดท าได้ยากและมีความซับซ้อน รวมทั้งอาจเกิดความไม่แม่นย าเนื่องจากอคติ จาก 
ผู้วิเคราะห์ข้อมูล ดังนั้นนักวิจัยจึงประยุกต์กระบวนการของการวิเคราะห์ความคิดเห็นเข้ามาใช้ใน 
การวิเคราะห์ค าติชมดังกล่าว ซึ่งในการศึกษานี้เป็นการวิเคราะห์ค าติชมของผู้เรียนในวิทยาลัยเทคนิค
แห่งหนึ่งที่มีต่อการเรียนการสอนในรายวิชาต่างๆ ระหว่างปีการศึกษา 2560 จนถึงปีการศึกษา 2561  
โดยเป็นการรวบรวมค าติชมจากแบบสอบถามปลายเปิด และรวบรวมข้อมูลค าติชมได้ทั้งสิ้ น 1,577 
ข้อความ ซึ่งสามารถแบ่งเป็นข้อความในขั้วบวกจ านวน 1,037  ข้อความ และข้อความในขั้วลบ
จ านวน 540 ข้อความ ก่อนขั้นตอนของการเตรียมข้อมูลนั้น ข้อความทั้งหมดได้ผ่านการท า Text 
Cleaning  
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เพ่ือแก้ไขค าผิด ก าจัดอักขระพิเศษ และข้อมูลซ้ า ข้อความไม่สมบูรณ์ และชื่อ เฉพาะต่างๆ  
จากนั้นน าข้อความที่ได้เข้าสู่กระบวนการเตรียมข้อมูล ที่เริ่มด้วยการตัดค า (Word Segmentation)  
ซึ่งในงานวิจัยนี้เลือกใช้วิธีการตัดค าแบบเหมือนมากที่สุด (Maximum Matching) ต่อมาท าการ
คัดเลือกค าที่จะใช้เป็นคุณลักษณะ (Feature Selection) ในที่นี้สามารถเลือกค าที่จะใช้เป็น
คุณลักษณะได้ทั้งสิ้น 1,542 ค า อย่างไรก็ตามเนื่องจากชุดข้อมูลที่ใช้มีความไม่สมดุล ( Imbalanced 
Data) ดังนั้นผู้วิจัยจึงแก้ปัญหาด้วยวิธีการแบบการสุ่มเพ่ิมตัวอย่างกลุ่มน้อย (SMOTE) ในอัตราส่วน 
190% จนได้ข้อมูลในแต่ละขั้วเท่ากันคือขั้วละ 1,037 ข้อความ รวมเป็น 2,074 ข้อความ ส าหรับใช้
สร้างตัวแบบการจ าแนกข้อมูล เมื่อเตรียมข้อมูลเรียบร้อยก็น าข้อมูลที่ผ่านการเตรียมข้อมูลนั้นเข้าสู่
ขั้นตอนของการสร้างโมเดลเพื่อการวิเคราะห์ความรู้สึกของผู้เรียนจากค าติชมแบบ 2 ขั้ว นั่นคือ พอใจ 
และไม่พอใจในการเรียนการสอน อย่างไรก็ตามในการสร้างโมเดลเพ่ือวิเคราะห์ความรู้สึกของผู้เรียน
นั้น ผู้วิจัยแยกการศึกษาออกเป็น 2 รอบ โดยในรอบแรกเป็นการศึกษาเชิงเปรียบเทียบการสร้าง
โมเดลเพื่อวิเคราะห์ความรู้สึกด้วยอัลกอริทึม 3 ตัว ได้แก่  Decision Tree (DT), Naïve Bayes (NB)  
และ K-Nearest Neighbor (K-NN) ด้วยการใช้ด้วยซอฟต์แวร์ RapidMiner Studio Education 
ทดสอบประสิทธิภาพตัวแบบด้วยวิธีการ K – Fold Cross Validation โดยก าหนดค่า K เท่ากับ10  
ใช้ค่าความถูกต้อง (Accuracy), ค่าความแม่นย า (Precision), ค่าความระลึก (Recall) ,  
ค่า F-measure, เส้นโค้ง ROC (Receiver Operating Characteristic Curve) และ AUC (Area 
Under Curve) ในการเปรียบเทียบประสิทธิภาพ จากผลการทดลองพบว่า Naïve Bayes ให้ผลลัพธ์
ที่ดีที่สุดของค่าความถูกต้องและค่าความแม่นย าอยู่ที่ 86.88% และ 86.94% ตามล าดับ และเมื่อ
พิจารณาด้วย AUC ก็พบว่าให้ผลลัพธ์สอดคล้องกัน ส าหรับรอบที่สองผู้วิจัยศึกษาเชิงเปรียบเทียบ 
การสร้างเพ่ือวิเคราะห์ความรู้สึกของผู้เรียนด้วยวิธีการแบบร่วมกันตัดสินใจ (Ensemble Method) 
โดยวิธีการแบบร่วมกันตัดสินใจแบบโหวต (Voting) จะเป็นการพิจารณาโหวตผลลัพธ์จาก 3 โมเดล
คือ DT, NB และ K-NN ในขณะที่วิธีการแบบร่วมกันตัดสินใจแบบแบ็กกิ้ง (Bagging) จะใช้อัลกอริทึม 
NB ในการสร้างโมเดล และส าหรับวิธีการแบบร่วมกันตัดสินใจแบบป่าสุ่ม (Random Forest) ก็จะใช้
อัลกอริทึม DT ในการสร้างต้นไม้ในป่าสุ่มจากผลการทดลองพบว่าวิธีการแบบร่วมกันตัดสินใจแบบ
โหวตให้ผลลัพธ์ที่ดีที่สุดของค่าความถูกต้องและค่าความแม่นย าอยู่ที่  89.06% และ 89.53% 
ตามล าดับ และเม่ือพิจารณาด้วย AUC ก็พบว่าให้ผลลัพธ์สอดคล้องกัน 

 

ในงานวิจัยของ Gottipati และคณะ [28] ให้ความคิดเห็นว่าสามารถให้ข้อมูลเชิงลึกที่แฝงอยู่
ในค าติชมของนักศึกษามีคุณค่าทั้งในเชิงคุณภาพ (Qualitative) และเชิงปริมาณ (Quantitative)  
ต่อการปรับปรุงในเรื่องของกระบวนการสอนและหลักสูตร ดังนั้นนักวิจัยจึงน าเสนอกรอบแนวคิดใน 
การวิเคราะห์ค าติชมจากจากนักศึกษาในมหาวิทยาลัยแห่งหนึ่ง ซึ่งเน้นการอธิบายถึงการพัฒนา
โครงสร้างและเครื่องมือในการวิเคราะห์ค าติชมจากนักศึกษา พร้อมทั้งมีการอธิบายถึงเครื่องมือใน
โปรแกรมประยุกต์ท่ีสามารถใช้ในการวิเคราะห์ค าติชมจากนักศึกษาได้ โดยข้อมูลที่ใช้ในการศึกษาจะ
รวบรวมมาจากระบบส าหรับการแสดงความคิดเห็นของนักศึกษาแบบออนไลน์ที่เรียกว่า FACETS 
เป็นข้อมูลค าติชมจาก 1 หลักสูตรที่อยู่ใน School ซึ่งการแสดงความคิดเห็นของนักศึกษาจะเป็นการ
แสดงความคิดเห็นตามหัวข้อ (Topic หรือ Aspect) ภายใต้ค าถาม (Question) เช่น ค าติชมใน
ประเด็นเรื่องกระบวนการเรียนการสอน หรือค าติชมในประเด็นเรื่องผู้สอน เป็นต้น  
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ส าหรับกรอบแนวคิดของการวิเคราะห์ค าติชมจากจากนักศึกษาที่นักวิจัยน าเสนอนั้น  
ผู้วิจัยเริ่มจากการท าความเข้าใจพ้ืนฐาน 5 ประเด็นคือ ค าติชม (Comment) นั้น อยู่ในหัวข้อ  
(Topic หรือ Aspect) ไหน และข้อความในหัวข้อนั้นแสดงความรู้สึก (Sentiment) เป็นอย่างไร  
ในค าติชมนั้นมีข้อเสนอแนะ (Suggestion) หรือไม่ และค าติชมนั้นมีความสัมพันธ์ (Correlation)  
กับคะแนน (Score) ของค าติชมของนักศึกษาหรือไม่ จากความเข้าใจพ้ืนฐาน 5 ประเด็นนี้  
จะเป็นเป้าหมายของผลลัพธ์ที่ ได้จากการวิ เคราะห์ค าติชมจากนักศึกษา ซึ่ งกรอบแนวคิด 
ของการวิเคราะห์ค าติชมจากนักศึกษาที่นักวิจัยน าเสนอจะประกอบด้วย 5 ขั้นตอนหลักคือ 

1. โมเดลในการวิเคราะห์ข้อความ (Text Analytics Model) ในขั้นตอนนี้ นักวิจัยได้ 
ท าการรวบรวมเครื่องมือด้านการประมวลผลภาษาธรรมชาติ (Natural Language 
Processing: NLP) ที่น่าจะจ าเป็นต่อการวิเคราะห์ค าติชมของนักศึกษา เครื่องมือ
เหล่านั้น เช่น การก าจัดค าหยุด (Stop-word) การท าสเต็มมิ่ง (Stemming) ตัว
วิเคราะห์ค าเฉพาะ (Named Entity Taggers: NER) การสกัดวลีส าคัญ (Key-phrase 
Extraction)  
การโมเดลหัวข้อ (Topic Modeling) การสรุปความ (Text Summarization) เป็นต้น 

2. การประมวลผลข้อมูล (Data Processing) เป็นขั้นตอนในการรวบรวมข้อมูลและ 
การเตรียมข้อมูล พร้อมทั้งการจัดรูปแบบค าติชมให้เหมาะสมต่อการวิเคราะห์ในขั้นตอน
ถัดไป งานในขั้นตอนนี้ เช่น การก าจัดค าที่ไม่จ าเป็นหรือการก าจัดค าหยุดออกไป เช่น  
ค าว่า a, an, the, หรือ for เป็นต้น การพิจารณาค าที่เกิดร่วมกันที่อาจจะสื่อถึง
ความรู้สึก (Sentiment) เช่น ค าว่า too fast, not easy เป็นต้น จากนั้นก็จัดรูปแบบ
เอกสารค าติชมเพื่อให้เหมาะสมต่อการวิเคราะห์ในขั้นตอนถัดไป 

3. การสกัดสาระส าคัญ (Extraction) ขั้นตอนนี้ นักวิจัยอธิบายว่าเป็นขั้นตอนที่ส าคัญที่สุด
ของกรอบการด าเนินงานที่น าเสนอ เพราะเป็นการขั้นตอนของการใช้ เทคนิค 
เหมืองข้อความ (Text Mining) และอัลกอริทึมการเรียนรู้ของเครื่อง (Machine 
Learning)  
เพ่ือค้นหาข้อมูลที่เป็นประโยชน์จากค าติชมของนักศึกษา ซึ่งข้อมูลที่ เป็นประโยชน์ 
ที่จะมองหาจากค าติชมได้แก่ หัวข้อ (Topic หรือ Aspect), ความรู้สึก (Sentiment)  
เป็นขั้วบวก (Positive) หรือขั้วลบ (Negative), และข้อเสนอแนะ (Suggestion) 

4. การเชื่อมโยงความคิดเห็นเชิงปริมาณและเชิงคุณภาพ (Correlating Quantitative and 
Qualitative Feedback)  เป็นการวิเคราะห์เพ่ือพิจารณาความสัมพันธ์ระหว่างข้อความ
แสดงค าติชมกับคะแนนความพึงพอใจ (Rating Score) ที่นักศึกษาให้มานั้น  
ว่ามีความสัมพันธ์กันหรือไม่  

5. การสรุป (Summarization)  เป็นขั้นตอนที่น าผลของการวิเคราะห์ข้างต้นมาสรุป
รวมกัน เพ่ือให้เห็นภาพรวมของการวิเคราะห์ค าติชม 

จากกรอบแนวคิดข้างต้น นักวิจัยได้พัฒนาต้นแบบระบบที่เรียกว่า “Student Feedback 
Mining Systems (SFMS)” และท าการทดสอบระบบด้วยค าติชมจาก 7 วิชา ซึ่งเริ่มจากการสร้าง 
เมทริกซ์ของเอกสาร ซึ่งในที่นี้นักวิจัยใช้ doc2mat perl scripts ที่อยู่ใน Cluto library จากนั้นใช้ 
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vcluster ในชุดเครื่องมือ (Toolkit) ในการจัดกลุ่ม (Clustering) เนื้อหาค าติชมตามหัวข้อหรือ Topic  
ที่ต้องการคือ ซึ่งในการจัดกลุ่มค าติชมใช้การจัดแบบ Cosine Similarity จากนั้นใช้การจ าแนก
เอกสาร (Text Classification) เพ่ือวิเคราะห์ขั้วความรู้สึกของข้อความว่าให้ความรู้สึกเป็นขั้วบวก
หรือขั้วลบ ซึ่งอัลกอริทึมที่ใช้ในการสร้างโมเดลเพ่ือการจ าแนกเอกสารคือ Logistic Regression ซึ่ง
จากการทดสอบพบว่าให้ผลลัพธ์ในแต่ละขั้นตอนเมื่อประเมินด้วยค่าความระลึก (Recall) ค่าความ
แม่นย า (Precision) และค่า F1 ในระดับที่น่าพอใจ นั่นคือให้ค่าความระลึกเฉลี่ยที่ 86.4% ค่าความ
แม่นย าเฉลี่ยที่ 80.1% และค่า F1 เฉลี่ยที่ 83.5% และสุดท้ายนักวิจัยน าผลการวิเคราะห์ค าติชมทั้งใน
ส่วนของการวิเคราะห์หัวข้อ และการวิเคราะห์ความรู้สึก มาสรุปรวมกัน เพ่ือให้เห็นภาพรวมของ
ผลลัพธ์ของการวิเคราะห์ค าติชมของนักศึกษา ท้ายที่สุด นักวิจัยให้ข้อสังเกตว่ากรอบงานที่น าเสนอมี
ประโยชน์ในการวิเคราะห์ความคิดเห็นของนักศึกษาในแต่ละหัวข้อที่สนใจและความรู้สึกของนักศึกษา
ในแต่ละในหัวข้อเหล่านั้น ผลลัพธ์แสดงให้เห็นว่าการใช้อัลกอริทึมการวิเคราะห์ข้อความและเทคนิค
การสรุปผลมีประโยชน์ในการค้นหาข้อมูลเชิงลึกจากค าติชมเชิงคุณภาพ  
 

ในงานวิจัยของ Qi และ Liu [30] ได้น าเสนอการท าเหมืองบทวิจารณ์ (Reviews Mining)  
ของหลักสูตรที่เรียนออนไลน์ (On-line Course) ของระบบการจัดการเรียนการสอนออนไลน์ระบบ
เปิดส าหรับมหาชน (Massive Open Online Courses: MOOC) ของประเทศจีน เนื่องจากว่าความ
คิดเห็นเหล่านี้สามารถสะท้อนทัศนคติของผู้เรียนที่มีต่อหลักสูตรออนไลน์ ที่สามารถจะช่วยให้ผู้เรียน
คนอ่ืนเลือกหลักสูตรที่เหมาะสมกับตนเอง อีกทั้งยังช่วยให้ผู้สอนสามารถน าความคิดเห็นเหล่านั้นไป 
ปรับปรุงหลักสูตรของตนเอง ดังนั้นนักวิจัยจึงใช้ประโยชน์จากบทวิจารณ์ของหลักสูตรที่เรียนออนไลน์
จากระบบ MOOC ในการวิเคราะห์ทัศนคติของผู้เรียนที่มีต่อหลักสูตรดังกล่าว โดยชุดข้อมูลส าหรับ 
ใช้ในการศึกษานี้มาจากการสอนออนไลน์ในวิชา Python Language Programming ของ  
Beijing Institute of Technology และวิชา The Essence of C Language Programming ของ 
Harbin Institute of Technology ส าหรับกระบวนการของเหมืองบทวิจารณ์ที่นักวิจัยน าเสนอ  
นักวิจัยเริ่มจากการวิเคราะห์บทวิจารณ์ด้วย Latent Dirichlet Allocation (LDA) เพ่ือให้ได้หัวข้อค า 
(Topic-word) ได้แก่ Instructor, Course Content, Course Assessment, MOOC platform, 
และ Hot Courses นอกจากนี้ LDA ยังช่วยในการวิเคราะห์ความคิดเห็นที่สอดคล้องในแต่ละหัวข้อ 
(Comment-topic) อีกด้วย เมื่อได้หัวข้อความและความคิดเห็นที่สอดคล้องแล้ว ก็จะน าหัวข้อค า
และความคิดเห็นเหล่านั้นไปแสดงในรูปแบบของเมทริกซ์การกระจาย (Distribution Matrix) จากนั้น
จะท าการประมวลผลข้อความแสดงความรู้สึกที่สอดคล้องในแต่ละหัวข้อเพ่ือให้ได้คะแนนความรู้สึก 
(Emotion Score) ด้วยเริ่มจากการศึกษาโมเดลการจ าแนกเอกสารข้อความเชิงเปรียบเทียบหลายตัว 
ได้แก่ Random Forest, AdaBoost, SVM, BiLSTM, LSTM, GRU, LSTM with auto-encoder,  
Bi-LSTM with auto-encoder และ GRU with auto-encoder ในการจ าแนกความรู้สึกของผู้เรียน
ว่าเป็นบวกหรือลบ ซึ่งจากผลการทดลองพบว่า Bi-LSTM with auto-encoder ให้ผลลัพธ์ที่ดีที่สุด  
โดยให้ความแม่นย าอยู่ 97.21% ซึ่งใช้การวนรอบการท างานทั้งสิ้น 180 ครั้ง และหลังจากนั้น 
ใช้วิธีการที่เรียกว่า weight coefficient ในการค านวณคะแนนความรู้สึกของบทวิจารณ์ของแต่ละ
หัวข้อ โดยคะแนนที่ค านวณได้จะมีดีกรีอยู่ระหว่าง 0-5 ซึ่งคะแนนดังกล่าวจะถูกใช้ในการแนะน า
หลักสูตรที่เรียนออนไลน์ให้กับนักศึกษาต่อไป 
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Wongkar และ Angdresey [31] น าเสนอการประยุกต์การวิเคราะห์ความรู้สึก (Sentiment 
Analysis) ส าหรับการวิเคราะห์ความรู้สึกของประชาชนที่มีต่อผู้สมัครเป็นประธานาธิบดีสาธารณรัฐ
อินโดนีเซียในปี ค.ศ. 2019 ว่าเป็นบวก (Positive) หรือเป็นลบ (Negative) โดยข้อมูลที่ใช้ใน
การศึกษาเป็นข้อมูลจากทวิตเตอร์ (Twitter) ที่มีการรวบรวมในระหว่างเดือนมกราคม – พฤษภาคม 
ค.ศ. 2019 ซึ่งนักวิจัยได้ใช้เครื่องมือในไพทอนในการศึกษานี้ เริ่มจากขั้นตอนการเตรียมข้อมูล (Pre-
processing) ได้แก่การตัดค า (Tokenization) การท าความสะอาด (Cleaning) และการเลือกฟีเจอร์
เป็นค าที่มีความหมาย (Meaningful Words) จากนั้นน าข้อความจากทวิตเตอร์เหล่านี้เข้าสู่ขั้นตอน
การสร้างโมเดลการวิเคราะห์ความรู้สึกด้วยอัลกอริทึม Naïve Bayes ภายหลังจากที่โมเดลการ
วิเคราะห์ความรู้สึกด้วยอัลกอริทึม Naïve Bayes แล้ว นักวิจัยได้น าไปเปรียบเทียบกับโมเดลการ
วิเคราะห์ความรู้สึกที่พัฒนาด้วยอัลกอริทึม KNN และ SVM จากการทดสอบพบว่าโมเดลการ
วิเคราะห์ความรู้สึกด้วยอัลกอริทึม Naïve Bayes ให้ประสิทธิภาพที่ดีกว่าโมเดลการวิเคราะห์
ความรู้สึกด้วยอัลกอริทึม KNN และ SVM ทั้งในด้านค่าความแม่นย า (Precision) และค่าความ
ถูกต้อง (Accuracy) 

 

ในงานวิจัยของ Onan [32] ได้มีการน าเสนอวิธีการขุดข้อความเพ่ือวิเคราะห์บทวิจารณ์ 
MOOC เพ่ือน าเสนอรูปแบบการจัดประเภทความรู้สึกนึกคิดที่มีประสิทธิภาพพร้อมประสิทธิภาพเชิง
คาดการณ์สูงในด้านการศึกษาด้วยการเรียนรู้ของเครื่อง (Machine Learning) การเรียนรู้ทั้งมวล 
(Ensemble Learning) และวิธีการเรียนรู้เชิงลึก (Deep Learning) ส าหรับชุดข้อมูลที่ใช้ใน
การศึกษานี้ ถูกรวบรวมจากคลังข้อความเกี่ยวกับบทวิจารณ์ MOOC จากเว็บไซต์ coursetalk.com  
เป็นแพลตฟอร์มส าหรับการรีวิวหลักสูตรออนไลน์แบบเปิด โดยมีหลากหลายสาขาวิชา มีข้อมูลทั้งสิน 
93,000 รายการ ในแพลตฟอร์มนี้จะใช้การแบ่งคะแนนออกเป็น 5 คะแนน ซึ่งคะแนนคุณภาพ
โดยรวมจะถูกค านวณส าหรับหลักสูตรหนึ่งๆ และเพ่ือให้ได้คลังข้อมูลที่มีป้ายก ากับ นักวิจัยจะท าการ
ทบทวนประเมินผลด้วยคะแนนคุณภาพ 1 และ 2 จะถูกระบุว่าเป็น "เชิงลบ" ในขณะที่การทบทวน
ประเมินผลที่มีคะแนนคุณภาพ 4 และ 5 จะถูกระบุว่าเป็น "เชิงบวก" หลังจากกระบวนการติดฉลาก 
(Labeling Process) ซึ่งมีข้อมูลในบทวิจารณ์เชิงลบประมาณ 33,000 รายการ และบทวิจารณ์เชิง
บวกประมาณ 37,000 รายการ เพ่ือแก้ไขปัญหาข้อมูลที่ไม่สมดุล นักวิจัยได้ท าการแบ่งข้อมูล โดยมี
ความคิดเห็นเชิงลบ 33,000 รายการ และความคิดเห็นเชิงบวก 33,000 ซึ่งมีข้อมูลทั้งหมด 66,000 
รายการ ในส่วนของการเตรียมข้อมูล นักวิจัยจะท าข้อความทั้งหมดให้อยู่ในรูปแบบมาตรฐาน ใน
ขั้นตอนนี้ตัวอักษรทั้งหมดในคลังข้อความจะถูกแปลงเป็นอักษรตัวพิมพ์เล็กและเครื่องหมายวรรคตอน
ทั้งหมดถูกน าออก นอกจากนี้จะใช้กระบวนการ Tokenization เพ่ือแยกประโยคที่ก าหนดและค าใน
เอกสารออกและได้มีการใช้อัลกอริทึม Snowball เพ่ือการใช้รากศัพท์ในคลังข้อความเพ่ือลดจ านวน
ค าให้เป็นต้นก าเนิดของค า นักวิจัยได้ท าการแบ่งข้อมูล 80% จากข้อมูลทั้งหมดเป็นชุดสอน 
(Training) และใช้ข้อมูล 20% จากข้อมูลทั้งหมดเป็นข้อมูลชุดทดสอบ (Testing) 

ในส่วนของการสร้างการสร้างคุณลักษณะและการสร้างโมเดล เพ่ือประเมินประสิทธิภาพ 
การท านายของแบบจ าลองส าหรับการวิเคราะห์ความเชื่อมั่นใน EDM นักวิจัยได้ท าการแบ่งการ
ทดลองออกเป็น 3 ชุด ได้แก่ การวิเคราะห์ความรู้สึกตามการเรียนรู้ของเครื่อง การเรียนรู้ทั้งมวล และ 
การวิเคราะห์ความรู้สึกตามการเรียนรู้เชิงลึก  
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1. ส าหรับงานประเมินเกี่ยวกับวิธีการเรียนรู้แบบมีผู้สอน นักวิจัยได้ท าการสร้าง
คุณลักษณะโดยการดึงข้อมูลจะใช้วิธีรูปแบบถุงค า (Bag-Of-Words: BOW) โดยการใช้รูปแบบ 
การถ่วงน้ าหนัก (Weighting Schemes) 3 ประเภท ได้แก่ TP, TF และ TF-IDF ส าหรับ 
ในงานเหมืองข้อความ จะใช้โมเดล N-gram เพ่ือแยกส่วนของอักขระ n ของเอกสารข้อความแล้ว 
แบบจ าลอง N-gram ทั่วไปที่ใช้ในการวิเคราะห์ความรู้สึก ได้แก่ แบบจ าลอง Unigram  
(N=1), bigram (N=2) และ Trigram (N=3) และนักวิจัยได้การเรียนรู้แบบมีผู้สอน  
5 อัลกอริทึม ได้แก่ Naïve Bayes (NB), Support vector machines (SVM), Logistic Regression 
(LR), K-nearest neighbor (KNN), Random Forest (RF) ส าหรับงานประเมินเกี่ยวกับวิธีการ
เรียนรู้แบบมีผู้สอน นักวิจัยได้ท าการสร้างคุณลักษณะโดยการดึงข้อมูลจะใช้วิธีรูปแบบถุงค า (Bag-Of-
Words: BOW) โดยการใช้รูปแบบการถ่วงน้ าหนัก (Weighting Schemes) 3 ประเภท ได้แก่ TP, TF 
และ TF-IDF ส าหรับในงานเหมืองข้อความ จะใช้โมเดล N-gram เพ่ือแยกส่วนของอักขระ n ของ
เอกสารข้อความแล้ว แบบจ าลอง N-gram ทั่วไปที่ใช้ในการวิเคราะห์ความรู้สึก ได้แก่ แบบจ าลอง 
Unigram (N=1), bigram (N=2) และ Trigram (N=3) และนักวิจัยได้การเรียนรู้แบบมีผู้สอน 5 
อัลกอริทึม ได้แก่ Naïve Bayes (NB), Support vector machines (SVM), Logistic Regression 
(LR), K-nearest neighbor (KNN), Random Forest (RF) 

2. ส าหรับงานประเมินเกี่ยวกับวิธีการเรียนรู้ทั้งมวล มีจุดมุ่งหมายเพ่ือระบุรูปแบบการ
เรียนรู้ที่มีประสิทธิภาพการท านายที่สูงกว่า โดยจะใช้วิธี ดังนี้ AdaBoost, Bagging, Random 
Subspace, Voting และ Stacking 

3. ส าหรับงานประเมินเกี่ยวกับการเรียนรู้เชิงลึก นักวิจัยได้ท าการสร้างคุณลักษณะ 
โดยการใช้รูปแบบการฝังค า (Word-Embedding) 3 รูปแบบ ได้แก่ word2vec, fastText และ 
GloVe ส าหรับการฝังค า word2vec และ fastText ในวิธี continuous bag of words (CBOW) 
ได้รับการประเมินด้วยขนาดเวกเตอร์ที่แตกต่างกัน โดยมีขนาดเวกเตอร์ 200 และ 300 นอกจากนี้ยัง
มิติที่แตกต่างกันส าหรับ projection layers โดยมีขนาดมิติที่ 100 และ 200 การฝังค ายังได้ท างาน
ร่วมกับการเรียนรู้เชิงลึก 5 อัลกอริทึม ได้แก่ Convolutional Neural Network (CNN), Recurrent 
Neural Network (RNN), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM) 
และ Recurrent neural network with attention mechanism (RNN-AM) ในการปรับการ
ทดสอบและฝึกอบรม จะใช้ Tensorflow และ Keras เพ่ือให้ได้ประสิทธิภาพการคาดการณ์ที่
เหมาะสมที่สุดจากแบบจ าลอง 

หลังจากการทดสอบข้อมูล ได้ท าการประเมินประสิทธิภาพโดยใช้ ความแม่นย าใน 
การจ าแนกประเภท (Classification Accuracy) และค่าการวัด F (F-Measure) ส าหรับการวิเคราะห์
เชิงประจักษ์ (Empirical Analysis) ระบุว่าวิธีการเรียนรู้ทั้งมวลให้ประสิทธิภาพการท านายที่สูงขึ้นใน
การท าเหมืองข้อมูลเมื่อเทียบกับวิธีการเรียนรู้แบบมีผู้สอน  ผลลัพธ์เชิงประจักษ์ที่ได้จากรูป
แบบจ าลอง N-gram พบว่า Unigram ได้ประสิทธิภาพการท านายสูงสุด ส าหรับงานประเมิน TF 
แบบแผนการให้น้ าหนักแบบค า มีประสิทธิภาพดีกว่าการน าเสนอแบบ TF-IDF และ TP ส าหรับผล
การเรียนรู้เชิงลึก LSTM มีประสิทธิภาพการท านายสูงสุด และ RNN-AM มีประสิทธิภาพรองลงมาผล
จากการทบทวน MOOC ระบุว่าการเรียนรู้เชิงลึก มีประสิทธิภาพเหนือกว่าวิธีการเรียนรู้แบบมีผู้สอน
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และวิธีการเรียนรู้ทั้งมวล ส าหรับการวิเคราะห์การฝังค า GloVe ให้ประสิทธิภาพการคาดการณ์ที่
สูงขึ้น เมื่อเทียบกับรูปแบบการฝังค าอ่ืนๆ ในส่วนของโมเดล fastText CBOW ได้ประสิทธิภาพการ
คาดคะเนสูงสุดเป็นอันดับสอง ซึ่งตามมาด้วยโมเดล fastText skip-gram เมื่อเปรียบเทียบผลจาก
การทบทวน MOOC พบว่าการเรียนรู้เชิงลึกมีประสิทธิภาพเหนือกว่าวิธีการเรียนรู้แบบมีผู้สอนและ
วิธีการเรียนรู้ทั้งมวล 
 

ในงานวิจัยของ Osmanoglu และคณะ [33] ได้ท าการศึกษาวิเคราะห์ความรู้สึกนักเรียนใน
มหาวิทยาลัย Giga ที่อยู่ในระบบ eCampus Learning Management ซึ่งเป็นนักเรียนทางไกล โดย
มีการเรียนการสอนแบบออนไลน์ (Online) ชุดข้อมูลในงานวิจัยจะถูกรวบรวมจากผลตอบรับจาก
นักเรียน โดยนักเรียน 1 คนสามารถตอบจ ากัดเพียง 250 ตัวอักษร ซึ่งมีผลตอนรับทั้งหมด 6,059 
รายการ ในงานวิจัยจะท าการข้อมูลโดยการปรับขนาดแบบ Triple Likert ซึ่งจะมีการแบ่งออกเป็น 3 
คลาส ได้แก่ เชิงลบ เชิงกลาง และเชิงบวก แบบอัตโนมัติได้ด าเนินการตามค าในความคิดเห็นที่เขียน
โดยผู้ใช้ส าหรับ ตัวอย่างเช่น หากมีค า เช่น “ไม่ดี”, “น้อย”, “ต่ า” ในเนื้อหาของความคิดเห็นจะอยู่
ในคลาสเชิงลบ หากในความคิดเห็น ค าว่า “ควร”, “ถ้ามี”, “มากกว่า”, “น่าจะเป็น” จะถูกระบุว่า
เป็นเชิงกลาง หากมีค าเช่น “ดี”,  “ถูกใจ”,  “สุดยอด” จะถูกระบุว่าเป็นเชิงบวก แต่เนื่องจากชุด
ข้อมูลไม่มีความสมดุลหลังจากการแบ่งคลาส การกระจายชุดข้อมูลจะเป็นดังนี้ : 4438, 815, 806 
นักวิจัยได้ท าการใช้เทคนิคการสุ่มตัวอย่างแบบสุ่ม และกระจายไปถึง 800, 815, 806 ตามล าดับ ซึ่ง
จะเหลือผลตอบรับ 2,421 รายการ โดยจะท าการแบ่งข้อมูล 80% จากข้อมูลทั้งหมดเป็นชุดสอน 
(Training) และใช้ข้อมูล 20% จากข้อมูลทั้งหมดเป็นข้อมูลชุดทดสอบ (Testing)  นอกจากนี้นักวิจัย
ยังได้ท าการประมวลผลล่วงหน้า โดยความคิดเห็นทั้งหมดจะถูกแปลงเป็นตัวพิมพ์เล็ก อักขระตุรกีจะ
ถูกแปลงเป็นตัวอักษรละติน ละเว้นตัวเลข อักขระพิเศษ อีโมจิ ค าที่ไม่จ าเป็น และการตีความที่ไม่ใช่
ภาษาละติน ซึ่งจะวิเคราะห์ข้อมูลด้วย 3เทคนิค ได้แก่ ข้อความสะอาด (Clean Text: CT) ตัว
ตรวจสอบการสะกด(Spell Checker: SC) และ หยุดค า (Stop Words: SW) ส าหรับในเกณฑ์ที่ใช้ใน
การเปรียบเทียบอัลกอริทึมการจ าแนกประเภทเมทริกซ์ความสับสน จากนั้นนักวิจัยได้ศึกษาเชิง
เปรียบเทียบการสร้างโมเดลเพื่อวิเคราะห์ความรู้สึกของนักเรียนด้วยอัลกอริทึม 7 ตัว ได้แก่ Decision 
Tree Classifier, MLP Classifier, XGB Classifier, Support Vector Classifier, Multinomial 
Logistic Regression, Gaussian NB และ KNeighbors Classifier ผลการศึกษาพบว่า ผลลัพธ์ที่ดี
ที่สุดคือ 0.775 ความแม่นย าของการทดสอบแบบจ าลองของอัลกอริทึม Logistic Regression 

 

ในงานวิจัยของ Kechaou และคณะ [34] ได้น าเสนออัลกอริทึมการจ าแนกความรู้สึกตาม
การเรียนรู้เพ่ือการจ าแนกความคิดเห็นของผู้เรียนเกี่ยวกับบริการระบบอีเลิร์นนิง (E-Learning) โดย
แบ่งออกเป็นเชิงบวกและเชิงลบเพ่ือการปรับปรุงประสิทธิภาพในการจ าแนกความรู้สึกในส่วนชุด
ข้อมูล นักวิจัยได้ท าการสร้างชุดข้อมูลโดยการดึงคลังข้อมูลจากบทวิจารณ์อีเลิร์นนิงที่ถูกรวบรวมจาก
บล็อกอีเลิร์นนิงจ านวนมาก และยังมีการรวบรวมความคิดเห็นบางส่วนจากฟอรัมของ Moodle จาก
เว็บไซต์ http://docs.moodle.org/en/Forums ซึ่งเป็นเว็บไซต์ที่ให้ผู้เรียนและผู้สอนสามารถ
แลกเปลี่ยนความคิดเห็นได้โดยการโพสต์ข้อความ ซึ่งมีจ านวนข้อความทั้งหมด 2 ,000 ข้อความ  จะ
แบ่งเป็นข้อความเชิงบวก 1,000 ข้อความ และข้อความเชิงลบ 1,000 ข้อความ นักวิจัยได้ท าการแบ่ง
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ข้อมูล 80% จากข้อมูลทั้งหมดเป็นชุดสอน (Training) และใช้ข้อมูล 20% จากข้อมูลทั้งหมดเป็น
ข้อมูลชุดทดสอบ (Testing) ในส่วนของขั้นตอนการเตรียมเอกสาร เอกสารทั้งหมดจะถูกปรับสภาพ
โดยการลบค าหยุด (Stop Words) การแยกประโยค (Stemming) และการเลือกคุณสมบัติจะใช้
เกณฑ์ในการศึกษา ได้แก่ ข้อมูลที่ได้รับ (IG) ข้อมูลร่วม (MI) และสถิติ CHI (CHI) เพ่ือจะใช้ในการ
เลือกเงื่อนไขส าหรับอบรมและการจัดหมวดหมู่ และในงานวิจัยยังใช้เทคนิคTerm Frequency (TF) 
เพ่ือหาความถี่ของค า และ Inversed Document Frequency TFIDF (IDF) เพ่ือหาความถี่ของ
เอกสารผกผันที่ก าหนดโดยสมการด้านล่าง: IDF=Log (N/n) โดยที่ N คือจ านวนเอกสารการฝึกอบรม
ทั้งหมด และ n คือจ านวนเอกสารที่ค าศัพท์ ในการศึกษาจะตั้ง n = 3 ส าหรับ n-grams (Unigrams, 
Bigrams และ Trigrams) และนักวิจัยยังได้ท าการประมวลผลล่วงหน้าก่อนที่จะเริ่มการจัดประเภท 
เนื่องจากการเรียนรู้อัลกอริทึมไม่สามารถจัดเก็บข้อความได้โดยตรง การประมวลผลล่วงหน้าจะ
เปลี่ยนเอกสารให้เป็นตัวอย่างที่เหมาะสม และเพ่ือเตรียมความพร้อมของเอกสารไปสู่ในขั้นตอนการ
จัดหมวดหมู่   

หลังจากนั้นนักวิจัยได้ทดสอบน าข้อมูลไปสร้างโมเดลในส่วนนี้จะใช้เทคนิคแมชชีน 
เลิร์นนิง (Machine Learning) ในการดูแลแบบผสมผสาน โดยใช้อัลกอริทึม Hidden Model 
Markov (HMM) และ Support Vector Machine (SVM) เพ่ือระบุแนวโน้มความรู้สึกที่เป็นเชิงบวก 
หรือ เชิงลบ การใช้ HMM ในการจัดการกับการจัดประเภทข้อความความคิดเห็น จากชุดของบท
วิจารณ์ข้อความที่เป็นของคลาส Cj เพ่ือค านวณพารามิเตอร์ต่างๆ ของโมเดล HMM ที่ควบคุมพ้ืนที่ ที่
ซ่อนอยู่มีลักษณะเฉพาะด้วยชุดของ Q และ V ภายในสัญลักษณ์ท่ีสังเกตได้ของเวกเตอร์ และใช้โมเดล 
HMM มาใช้เป็นค าสั่งที่ยอมรับเงื่อนไขประสมทั้งหมด และเป็นสัญลักษณ์ท่ีแสดงถึงเงื่อนไขที่เกี่ยวข้อง
ทั้งหมด (Unigrams) ส าหรับ SVM เพ่ือใช้ในการจ าแนกอารมณ์ โดยข้อความจะถูกแบ่งออกเป็นสอง
ประเภท เชิงบวกและเชิงลบ SVM จะหาพ้ืนหลังที่ชัดเจนซึ่งช่วยในการแบ่งจุดข้อมูลการฝึกอบรม
ออกเป็นสองประเภท (บวกและลบ) และตัดสินใจตามเวกเตอร์สนับสนุนที่เลือก นอกจากนี้ในงานวิจัย
ยังมีการรวมโมเดล HMM และ SVM ซึ่งจะเป็นการเพ่ิมประสิทธิภาพดีว่าการแยกโมเดล  และยังมี
การรวมระหว่างUnigrams+Bigrams+Trigrams เพ่ือบรรลุประสิทธิภาพโดยรวมส าหรับตัวแยก
ประเภทแบบรวมของนักวิจัย ซึ่งจะเป็นหลักฐานว่าการจ าแนกขั้วสามารถได้รับประโยชน์จากล าดับ 
n-gram ที่สูงขึ้น จากผลการทดลองจะแบ่งออกเป็นการวัดประสิทธิภาพทั่วไปและการวัด
ประสิทธิภาพส าหรับการจ าแนกประเภทความรู้สึก ส าหรับการวัดประสิทธิภาพทั่วไปในการจ าแนก
ประเภทจะขึ้นอยู่กับเมทริกซ์ความสับสน (Confusion Matrix) ที่ตรงข้ามกับคลาสที่ก าหนด 
(คอลัมน์) ของตัวอย่างโดยตัวแยกประเภทที่มีคลาส (แถว) การวัดประสิทธิภาพส าหรับการจ าแนก
ประเภทความรู้สึก ประเมินในแง่ของ Standard Precision (P) Recall (R) และ F-Measure (F) ผล
การทดลองระบุว่า IG ท างานได้ดีที่สุดส าหรับการเลือกเงื่อนไขทางอารมณ์และแสดงประสิทธิภาพที่ดี
ที่สุดส าหรับการจ าแนกอารมณ์ในสถานการณ์ส่วนใหญ่ในแง่ของความแม่นย า การเรียกคืน และการ
วัด F นอกจากนี้ MI ยังดีกว่า CHI เพียงเล็กน้อยเท่านั้น ส าหรับความถูกต้องมีผลลัพธ์ที่ไม่ค่อยดี
เนื่องจากลักษณะของคลังข้อมูลอีเลิร์นนิงที่รวบรวมโดยบล็อก มีความซับซ้อนของงานในการท างาน
บนบล็อก บล็อกเกอร์ไม่ใช่นักเขียนมืออาชีพ ไม่ถูกต้องตามไวยากรณ์ของภาษาเป็นต้น ปัจจัยเหล่านี้มี
ผลอย่างมากต่อ ประสิทธิภาพของความแม่นย าในการจ าแนกประเภท 
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ในงานวิจัยของปรีดาวรรณ เกษเมธีการุณ และคณะ [35] ได้พัฒนาระบบการ
วิเคราะห์ความรู้สึกจากวิดีโอบนโซเซียลมีเดียด้วยซัพพอร์ตเวกเตอร์แมชชีนบนพ้ืนฐานการวิเคราะห์
ความรู้สึกของผู้บริโภคจากวิดีโอบนโซเซียลมีเดียเพ่ือเป็นแนวทางในการตัดสินใจในการซื้อของ
ผู้บริโภคและการจัดการข้อมูลของภาคธุรกิจต่อวิดีโอบนสื่อสังคมออนไลน์ทั้งเชิงบวกและเชิงลบโดยใช้
เทคนิคการเรียนรู้ของเครื่อง งานวิจัยนี้ได้ท าการสกัดข้อความจากวิดีโอ จากนั้นข้อมูลจะผ่าน
กระบวนการตัดค า และส่งไปเข้าสู่กระบวนการสกัดคุณลักษณะโดย Term Frequency Document 
Frequency (TF - IDF) และเข้าสู่ขั้นตอนการจ าแนกประเภทด้วยซัพพอร์ตเวกเตอร์แมชชีน 
(Support Vector Machine: SVM) นอกจากนี้ยังได้ท าการศึกษางานวิจัยที่เกี่ยวข้องกับการวิเคราะห์
ความรู้สึกบนสื่อสังคมออนไลน์ส่วนใหญ่จะอาศัยวิธีการเรียนรู้ของเครื่อง (Machine Learning) ด้วย
การจ าแนกประเภท เช่น Naïve Bayes, Decision Tree, Maximum Entropy และ Support 
Vector Machine (SVM) เป็นต้น ได้ด าเนินการวิจัยดังนี้ 

1. การรวบรวมข้อมูล จากวิดีโอบทวิจารณ์จาก Youtube จ านวน 500 วิดีโอ แต่
ละวิดีโอมีความยาวอยู่ระหว่าง 2-5 นาที 

2. การออกแบบระบบ ออกแบบระบบการวิเคราะห์ความรู้สึกจากวิดีโอบน
โซเซียลมีเดียด้วยซัพพอร์ตเวกเตอร์แมชชีน โดยระบบประกอบไปด้วยส่วนการสกัดวิดีโอเป็นข้อความ  
ส่วนการตัดค าจากข้อความที่ ได้จากการสกัดจากวิดี โอ ส่ วนการสกัดคุณลักษณะของค า 
โดยอาศัยน้ าหนักของค า น ามาค านวณค่า Term Frequency (TF) และ Inverse Document 
Frequency (IDF) และการวิเคราะห์ความรู้สึกเชิงบวกหรือเชิงลบโดยท าการเปรียบเทียบจาก
ฐานข้อมูล แสดงผลการวิเคราะห์ความรู้สึกเป็นเชิงบวกหรือเชิงลบ โดยฐานข้อมูลจะเก็บคุณลักษณะ
ของค าว่าเป็นเชิงบวกหรือเชิงลบจะมีการปรับปรุงด้วยวิธีการจ าแนกคุณลักษณะด้วย SVM น าค าที่
ผ่านการจ าแนกคุณลักษณะไปปรับปรุงและจัดเก็บในฐานข้อมูลเพ่ือให้มีฐานข้อมูลมีความสามารถใน
การจ าแนกความรู้สึกได้ดียิ่งขึ้น 

3. การพัฒนาระบบ จะท าการพัฒนาเป็นระบบโดยเขียนด้วยภาษา PHP  และ
ฐานข้อมูล MySql ประกอบไปด้วย 

1) การสกัดข้อความจากวิดีโอ การพัฒนาระบบจะท าการเชื่อมโยงเพ่ือเรียกใช้
งาน Web Speech API ของกูเกิลโดยผู้ใช้สามารถน าไฟล์วิดีโอหรือใส่ลิงค์
เข้าสู่ Web Speech API ซึ่งจะท าการสกัดออกมาเป็นข้อความจัดเก็บไว้
เป็นไฟล์นามสกุล .txt 

2) การตัดค า การพัฒนาระบบจะเขียนโปรแกรมเรียกใช้ฟังก์ชันการตัดค า 
thsplitlib  
เพ่ือท าการตัดค าไว้ในระบบ 

3) การสกัดคุณลักษณะด้วย TF และ IDF และการวิเคราะห์ความรู้สึกเชิงลบ
หรือเชิงบวก 

4. การแสดงผลการวิเคราะห์ความรู้สึกเชิงลบหรือเชิงบวก จะท าการวิเคราะห์ค า
จากโปรแกรมตัดค า thsplitlib ซึ่งมีค า 76,314 ค า โดยผู้เชี่ยวชาญด้านภาษาจะท าการวิเคราะห์ค า  
ว่าค าใดมีความหมายเชิงบวกหรือเชิงลบและน ามาจัดเก็บเป็นฐานข้อมูล 
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5. การจ าแนกคุณลักษณะด้วย SVM น าคุณลักษณะที่ได้น าไปฝึกฝนตัวจ าแนก
ประเภทด้วยการใช้ SVM จากข้อมูลในการทดสอบจ านวน 500 ตัวอย่าง 

  จากการทดลองพบว่าระบบมีประสิทธิภาพดีทั้งด้านความถูกต้องอยู่ที่ร้อยละ 98 
เมื่อเทียบกับผู้เชี่ยวชาญจ านวน 15 คน และท าการประเมินประสิทธิภาพด้านความพึงพอใจของ
ผู้ใช้งานจ านวน 60 คน ต่อระบบ มีค่าเฉลี่ยเท่ากับ 4.79  ส่วนเบี่ยงเบนมาตรฐานที่ 0.14 กล่าวได้ว่า  
ระบบการวิเคราะห์ความรู้สึกจากวิดีโอบนโซเซียลมีเดียด้วยซัพพอร์ตเวกเตอร์แมชชีนที่พัฒนาขึ้น
สามารถวิเคราะห์ความรู้สึกจากวิดีโอภาษาไทยบนโซเซียลมีเดียได้อย่างมีประสิทธิภาพ 

 จากการศึกษางานวิจัยนี้ท าให้ทราบถึงขั้นตอนการออกแบบระบบการวิเคราะห์
ความรู้สึกสามารถน ามาปรับใช้ในงานวิจัย เกี่ยวกับการสกัดข้อความ การตัดค า การสกัดคุณลักษณะ 
การวิเคราะห์ความรู้สึกเชิงลบหรือเชิงบวกด้วย TF และ IDF และการวิเคราะห์ความรู้สึกด้วย SVM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 
 

บทที่ 3  
วิธีด าเนินการวิจัย 

การด าเนินงานวิจัยในบทนี้ผู้วิจัยได้น าเสนอรูปแบบของการเก็บรวมรวมข้อมูลที่น า 
มาทดสอบ และขั้นตอนของการด าเนินงานของระบบการจ าแนกความรู้สึกระดับประโยคส าหรับความ
คิดเห็นของนักเรียนมัธยมศึกษาตอนต้นในภาษาไทย ซึ่งจะมีกรอบการด าเนินงานดังนี้    

3.1 ชุดข้อมูล (Dataset) 

ในงานวิจัยนี้ใช้ชุดข้อมูลในการศึกษา โดยรวบรวมความคิดเห็นจากนักเรียนมัธยมศึกษา
ตอนต้น จ านวน 660 คน จากโรงเรียนมัธยมศึกษาในจังหวัดร้อยเอ็ด จ านวน 3 โรงเรียน ได้ท าการ
เก็บรวบรวมเป็น 3 ชุด ในระหว่างภาคเรียนที่ 1 และ ภาคเรียนที่ 2 ปีการศึกษา 2564 จ านวน 10 
วิชา ซึ่งรายละเอียดแต่ละชุดข้อมูลสามารถอธิบายและแสดงตัวอย่างได้ดังนี้ 

ชุดข้อมูลที่ 1: จะเก็บเอกสารข้อมูลความคิดเห็นของนักเรียนแยกเป็นประโยค เป็นการแยก
เก็บความคิดเห็นของนักเรียนในแต่ละ 3 Aspect ได้แก่  ด้านครูผู้สอน ด้านบทเรียน และ 
ด้านสภาพแวดล้อมการเรียนรู้ ตามล าดับ ซึ่งข้อมูลชุดนี้จะใช้ในการสร้าง “คลังค า” ของแต่ละ 
Aspect ด้วย Skip gram ของ Word2Vec โดยตัวอย่างการจัดเก็บข้อมูลในชุดที่ 1 สามารถแสดงได้
ดังตารางที่ 3.1 

ตารางที่ 3.1 ตัวอย่างข้อมูลชุดที่ 1 

 

 
 

 

ส าหรับข้อมูลในชุดที่ 1 นี้ เป็นประโยคที่เกี่ยวกับคุณครู 300  ประโยค ประโยคที่เกี่ยวกับ
บทเรียน 278 ประโยค และประโยคที่เก่ียวข้องกับสภาพแวดล้อมในการเรียนอีก 250 ประโยค 

ชุดข้อมูลที่ 2: เป็นชุดข้อมูลความคิดเห็นของนักเรียนใช้ในการสร้างโมเดลการวิเคราะห์
ความรู้สึก  โดยเป็นข้อมูลความคิดเห็นที่มีคลาสแสดงความรู้สึก แบ่งเป็น 2 กลุ่ม กลุ่มที่มีความคิดเห็น

Aspect ID ความคิดเห็นของนักเรียน 

ด้านครผูู้สอน 
1 ครูอธิบายเนื้อหาละเอยีดเข้าใจง่าย 
2 ครูสอนเนื้อหาท่ีทันสมัย 
… ครูอธิบายเนื้อหาสับสนไมเ่ข้าใจ 

ด้านบทเรียน 
1 บทเรียนมเีนื้อหาท่ีทันสมัยสอดคลอ้งเหตุการณ์ปัจจุบัน 
2 บทเรียนมเีนื้อหาตรงตามจดุประสงค์ 
… บทเรียนเนื้อหาไม่น่าสนใจไม่อัพเดทข้อมูล 

ด้านสภาพแวดล้อม 
1 ห้องเรียนสกปรกเหม็นอับไม่น่าเรยีน 
2 โต๊ะเก้าอ้ีช ารุดมรีอยขีดเขยีน 
…. ห้องเรียนสะอาดด ี
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เป็นบวก (Positive: POS) และกลุ่มที่มีความคิดเห็นเป็นลบ (Negative: NEG) ข้อมูลชุดนี้จะมี
ผู้เชี่ยวชาญด้านภาษาช่วยในการตรวจสอบความถูกต้องของขั้วความรู้สึก ( Sentiment Polarity)  
โดยตัวอย่างการจัดเก็บข้อมูลในชุดที่ 2 สามารถแสดงได้ดังตารางที่ 3.2 

ตารางที่ 3.2 ตัวอย่างข้อมูลชุดที่ 2 

ID ความคิดเห็นของนักเรียน 
Sentiment Polarity 

(Class) 
1 คุณครูน่ารักและสอนดีมาก เนื้อหาในบทเรียนค่อนข้างยากแต่ก็สนุกดี

ห้องเรียนร้อนแต่สะอาด 
Positive 

2 คุณครูน่ารักและสอนดีมาก เนื้อหาท่ีเรียนก็โอเค แต่ห้องเรียนค่อนข้างร้อน Positive 
3 ครูดีมาก สอนก็ยาก Negative 
4 ครูก็ดี แต่สอนไม่ดี เนื้อหาวิชาก็ยาก บรรยากาศการเรียนก็เครียด Negative 

 

ส าหรับข้อมูลความคิดเห็นในชุดที่ 2 นี้ เป็นความคิดเห็นเชิงบวกจ านวน 450 ความคิดเห็น 
และความคิดเห็นเชิงลบ 230 ความคิดเห็น 

ชุดข้อมูลที่ 3: เป็นชุดข้อมูลทดสอบ โดยเป็นการเก็บข้อมูลความคิดเห็นของนักเรียน 
(Student Reviews) และจะมีผู้เชี่ยวชาญด้านภาษาช่วยในการตรวจสอบความถูกต้องของขั้ว
ความรู้สึกของความคิดเห็นในแต่ละ Aspect หรือมุมมอง ได้แก่ความรู้สึกเกี่ยวกับครูผู้สอน ความรู้สึก
เกี่ยวกับบทเรียน และความรู้สึกเกี่ยวกับสภาพแวดล้อม ว่าในแต่ละ “มุมมอง” ที่ปรากฎในความ
คิดเห็นนั้นมีขั้วความรู้สึกเป็น Positive หรือ Negative ตัวอย่างข้อมูลชุดที่ 3 ที่ใช้ในการทดสอบ
สามารถแสดงได้ดังตารางที่ 3.3 

ส าหรับข้อมูลความคิดเห็นในชุดที่ 3 นี้ เป็นความคิดเห็นของนักเรียนทั้งสิ้น 200 ความ
คิดเห็น โดย “กลุ่มค า” ที่ไม่แสดงหรือเก่ียวข้องกับ Aspect เช่น ค าเชื่อม ค าสันธาน จะถูกตัดออกไป
ในขั้นตอนที่ผู้เชี่ยวชาญคัดแยกประโยคและระบุข้ัวความรู้สึกของประโยค เช่น ประโยค “คุณครูน่ารัก 
เนื้อหาสนุก แต่ห้องเรียนร้อน” ค าว่า “แต”่ จะถูกตัดออกไป 

ตารางที่ 3.3 ตัวอย่างข้อมูลชุดที่ 3 

ID ความคิดเห็นจากนักเรียน Aspect ประโยคของแต่ละ Aspect ขั้วความรู้สึก 

1 
คุณครูนา่รักและสอนดีมาก 
เนื้อหาในบทเรียนค่อนข้างยาก 
ห้องเรียนร้อน 

คร ู คุณครูนา่รักและสอนดีมาก Positive 
บทเรียน เนื้อหาในบทเรียนค่อนข้างยาก Negative 
สภาพแวดล้อม ห้องเรียนร้อน Negative 

2 
คุณครูนา่รัก เนื้อหาสนุก แต่
ห้องเรียนร้อน 

คร ู คุณครูนา่รัก Positive 
บทเรียน เนื้อหาสนุก Positive 
สภาพแวดล้อม ห้องเรียนร้อน Negative 
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3.2 เครื่องมือที่ใช้ 

ในการศึกษานี้จะใช้ไพทอน (Python) เป็นเครื่องมือในการศึกษา โดยชุดเครื่องมือหลักใน 
ไพทอนที่ใช้คือ Scikit-learn และ PyThaiNLP ซึ่ง Scikit-learn เป็นไลบรารีฟรีในภาษาไพทอน
ส าหรับการพัฒนาโปรแกรมโดยใช้การเรียนรู้ของเครื่อง ส่วน PyThaiNLP คือไลบรารี Python 
ส าหรับงานด้านการประมวลผลข้อมูลภาษาไทย พัฒนาขึ้นมาโดยคนไทย มีฟังก์ชันที่มีประโยชน์
ม า ก ม า ย ส า ห รั บ ก า ร ป ร ะ ม ว ล ผ ล ภ า ษ า ไ ท ย  ส า ม า ร ถ ด า ว น์ โ ห ล ด ไ ด้ ที่ 
https://pypi.org/project/pythainlp/ 

3.3 กรอบการด าเนินงานวิจัย 

ในส่วนนี้จะแสดงกรอบการด าเนินงานวิจัยที่น าเสนอส าหรับการจ าแนกความรู้สึกระดับ
ประโยคส าหรับความคิดเห็นของนักเรียนมัธยมศึกษาตอนต้น ซึ่งสามารถแสดงได้ดังรูปที่ 3.1 โดยจะ
แสดงให้เห็นว่าในงานวิจัยมีการท างานใน 3 ขั้นตอนหลัก ตามชุดข้อมูล 3 ชุดข้อมูลที่ใช้ 

รูปที่ 3.1 กรอบการด าเนินงานวิจัยที่น าเสนอส าหรับการจ าแนกความรู้สึกระดับประโยคส าหรับความ
คิดเห็นของนักเรียนมัธยมศึกษาตอนต้น 

ขั นตอนที่ 1: การสร้างคลังค าของแต่ละ Aspect ด้วยชุดข้อมูลที่ 1 
การสร้างคลังค าของแต่ละ Aspect ด้วยชุดข้อมูลที่ 1 จะเริ่มจากผู้เชี่ยวชาญ

ด้านภาษาก าหนดค าหลัก (Keywords) ของแต่ละ Aspect โดยค าหลักของแต่ละ Aspect สามารถ
แสดงได้ดังตารางที่ 3.4 

 

 

https://pypi.org/project/pythainlp/
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ตารางที่ 3.4 ค าหลักของแต่ละ Aspect ที่ก าหนดโดยผู้เชี่ยวชาญด้านภาษา 

Aspect ค าหลักของแต่ละ Aspect ที่ก าหนดโดยผู้เชี่ยวชาญ 
คร ู น่ารัก, สอนด,ี ดุ, อธิบาย, ตรวจงาน, ใจดี, เข้มงวด 
บทเรียน เนื้อหา, ยาก, เข้าใจ, ซับซ้อน, น่าเบื่อ, ค านวณ 
สภาพแวดล้อม ร้อน, สกปรก, อับ, อบอ้าว, โต้ะ, เก้าอ้ี, พัดลม 
 

เมื่อได้ “ค าหลัก” จากผู้เชี่ยวชาญ จะน า “ค าหลัก” เหล่านั้นมาวิเคราะห์หาค า
ที่มีใกล้เคียงด้วย Skip-gram ซึ่งเป็นโมเดลในการเรียนรู้ของเครื่องจากกลุ่ม Word2Vec มี
วัตถุประสงค์เพ่ือแปลงค าในข้อความเป็นเวกเตอร์ (Vector) ที่สามารถใช้ในการค านวณทาง
คณิตศาสตร์ได้ Skip-gram ท างานโดยการใช้ Target Word เพ่ือทายค ารอบข้าง (Context Words) 
ในระยะที่ก าหนด ในที่นี้ “ค าหลัก” จากผู้เชี่ยวชาญ ก็คือ Target Word ที่ใช้ในการท านายค ารอบ
ข้างนั่นเอง โดยการท างานของ Skip-gram มีดังนี ้

1) การเลือกค าเป้าหมายและค ารอบข้าง: ก าหนด Target Word และเลือกค า
รอบข้างที่อยู่ในระยะที่ก าหนด ตัวอย่างเช่น ถ้าค าว่า "น่ารัก" เป็นค าเป้าหมาย และระยะค ารอบข้าง
คือ 2 ค าจากซ้ายและขวา ค ารอบข้างอาจจะเป็น “มาก” และ “ใจดี”  

2) การสร้างเวกเตอร์ค า: Skip-gram สร้างเวกเตอร์ส าหรับแต่ละค าโดยใช้
โครงสร้างของ neural network ที่มีเลเยอร์ซ่อน (hidden layer) เพียงชั้นเดียว โดยไม่ต้องการเล
เยอร์ที่ซับซ้อนเนื่องจากไม่ได้ท างานกับปัญหาที่มีโครงสร้างซับซ้อนเช่นการจ าแนกประเภทประโยค
หรือการแปลภาษา 

3) การฝึกอบรมโมเดล: ในระหว่างการฝึกอบรม, โมเดลพยายามทายค ารอบ
ข้างของค าเป้าหมาย โดยการปรับเปลี่ยนเวกเตอร์ค าให้สามารถทายค ารอบข้างได้ดีขึ้น ค่าสูญเสีย 
(Loss) จะถูกค านวณจากความแตกต่างระหว่างค าที่ทายได้และค ารอบข้างจริง และใช้เพ่ือปรับปรุง
เวกเตอร์ค า 

4) การใช้เวกเตอร์ค า: เมื่อโมเดลได้รับการฝึกฝนอย่างเพียงพอ, เวกเตอร์ค าที่
ได้จะแสดงถึงความหมายของค าในพ้ืนที่เวกเตอร์ ค าที่มีความหมายใกล้เคียงกันจะมีเวกเตอร์ที่อยู่ใกล้
กันในพ้ืนที่นี้ ดังนั้นเมื่อได้เวกเตอร์ค า ก็สามารถใช้การค านวณความคล้ายคลึงกัน (เช่น Cosine 
Similarity) เพ่ือหาค าที่สอดคล้องกับค าใดค าหนึ่งได้ 

 

 ขั นตอนที่ 2: การสร้างโมเดลเพื่อการวิเคราะห์ความรู้สึก  
                          (Developing of Sentiment Classifier Model) 

  

ในขั้นตอนนี้เป็นขั้นตอนที่ใช้ข้อมูลชุดที่ 2 ในการสร้างโมเดลเพ่ือการวิเคราะห์
ความรู้สึกของแต่ละประโยคแบบสองขั้วคือ Positive และ Negative โดยใช้อัลกอริทึมการเรียนรู้ของ
เครื่อง ซึ่งมีข้ันตอนการด าเนินงานดังนี้ 

 

การเตรียมข้อมูล (Text Pre-processing) – ขั้นตอนนี้ช่วยให้ข้อมูลมี
รูปแบบที่เหมาะสมกับการวิเคราะห์และสามารถน าไปสู่ผลลัพธ์ที่ดีขึ้นเมื่อใช้กับโมเดลการเรียนรู้ของ
เครื่อง ขั้นตอนหลักๆ ในการเตรียมข้อมูลข้อความ เช่น 
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1) Tokenization: การแบ่งข้อความเป็นค าหรือ Token เพ่ือท าให้ง่ายต่อ
การวิเคราะห ์

2) Stop-word Removal: ลบค าที่ไม่มีความหมายมากในข้อความ เช่น 
“และ”, “ก็”, “ได้” เพ่ือลดขนาดข้อมูล เพ่ือเหลือค าที่มีความส าคัญ
เท่านั้น 
 

การเปลี่ยนข้อความเป็นเวกเตอร์ (Vectorization) และการให้น  าหนักค า 
(Term Weighting) – เป็นกระบวนการเพ่ือแปลงข้อความให้เป็นรูปแบบเวกเตอร์ (Vector) ของ
ตัวเลขที่อัลกอริทึมการเรียนรู้ของเครื่องสามารถประมวลผลได้ โดยเวกเตอร์ดังกล่าวจะเรียกว่า
แบบจ าลองปริภูมิเวกเตอร์ (Vector Space Model: VSM) ในงานวิจัยนี้ รูปแบบเวกเตอร์คือ 

1. TF-IDF (Term Frequency-Inverse Document Frequency): เป็น
เทคนิคการให้น้ าหนักค าแบบไม่มีผู้สอนใช้เพ่ือประเมินความส าคัญของค าภายในเอกสา รเมื่อ
เปรียบเทียบกับชุดข้อมูลเอกสาร (Corpus) ทั้งหมด โดย TF-IDF ประกอบด้วย 2 ส่วนหลัก 

1) Term Frequency (TF): ค่านี้เป็นการวัดความถี่ที่ค าปรากฏใน
เอกสารเดียว ซึ่งบ่งบอกถึงความส าคัญของค านั้นๆ ภายใน
เอกสารนั้นๆ เมื่อค านั้นปรากฏบ่อยครั้ ง ถือว่าค านั้นๆ มี
ความส าคัญมาก อย่างไรก็ตาม ในการนับ TF อาจจะต้องมีการ
ปรับน้ าหนักของค าที่ปรากฏบ่อยในภาษาทั่วไปด้วย 

2) Inverse Document Frequency (IDF): ค่านี้เป็นการวัด
ความส าคัญของค าโดยดูจากความถี่ที่ค านั้นปรากฏในชุดข้อมูล
เอกสารทั้งหมด ค าที่ปรากฏในเอกสารจ านวนน้อยจะมีค่า IDF 
สูง ซึ่งบ่งบอกถึงความเฉพาะเจาะจงและความส าคัญที่มากขึ้น 
การค านวณ IDF มักจะใช้สูตรที่ตรงกันข้ามกับความถี่ที่ค านั้นๆ 
ปรากฏในเอกสารต่างๆ ในชุดข้อมูล 

 TF-IDF ช่วยให้สามารถประเมินความส าคัญของค าได้ดีขึ้นโดยไม่เพียงแค่
พิจารณาจากความถี่ของค าในเอกสารเดียว (ซึ่งอาจน าไปสู่การให้ความส าคัญกับค าทั่วไปที่ไม่มี
ความหมายมาก) แต่ยังพิจารณาจากความถี่ของค านั้นในชุดข้อมูลเอกสารทั้งหมดด้วย ช่วยให้ค าที่มี
ความเฉพาะเจาะจงมากข้ึนสามารถถูกน้ าหนักให้มีความส าคัญมากข้ึน 

2. TF-IGM (Term Frequency-Inverse Gravity Moment): เป็นเทคนิค 
การให้น้ าหนักค าแบบมีผู้สอนที่ปรับปรุงหรือขยายมาจากเทคนิค TF-IDF แต่แนวคิดหลักของ TF-IGM 
คือการให้น้ าหนักกับค าตามความส าคัญและความเฉพาะเจาะจงของค านั้นในชุดข้อมูลหรือเอกสาร
ทั้งหมด แต่ด้วยวิธีการที่ต่างออกไปจาก IDF โดยพิจารณาจาก “ความหนัก (Gravity)” ของค าใน 
การแบ่งประเภทหรือกลุ่มข้อมูล โดย TF-IGM ประกอบด้วย 2 ส่วนหลัก 
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1) Term Frequency (TF): คือความถี่ของค า t ในเอกสาร d 
2) Inverse Gravity Moment (IGM): ค่านี้เป็นการค านวณความหนัก

หรือความเฉพาะเจาะจงของค า t โดยพิจารณาจากการปรากฏใน
เอกสารต่างๆ ในแต่ละคลาสของชุดข้อมูล 

แทนที่จะใช้ความถี่ที่ค าปรากฏในเอกสารต่างๆ เพ่ือค านวณค่า IDF แบบที่  
TF-IDF ท า แต่ TF-IGM จะค านวณค่า “Inverse Gravity Moment” โดยพิจารณาความหนักหรือ
ความเฉพาะเจาะจงของค านั้นในการแบ่งประเภทเอกสารหรือชุดข้อมูล นั่นคือมันพยายามวัดว่าค านั้น
มีบทบาทหรือความส าคัญในแต่ละคลาส เพ่ือการแยกแยะหรือเข้าใจเนื้อหาหรือหัวข้อของเอกสารใน
แต่ละคลาสให้มากขึ้นนั่นเอง จากการค านวณเช่นนี้เอง TF-IGM จึงมีประโยชน์โดยเฉพาะใน
สถานการณ์ที่ค าบางค ามีความส าคัญสูงในการระบุคลาสของเอกสาร แต่อาจไม่ได้ปรากฏบ่อยใน
เอกสารนั้นๆ เท่าที่ควร โดยการให้น้ าหนักแก่ค าเหล่านี้อย่างเหมาะสม โมเดลหรือระบบที่ใช้ TF-IGM 
สามารถปรับปรุงความสามารถในการเรียกค้นหรือจ าแนกเอกสารได้อย่างแม่นย ามากขึ้น 

 

การสร้างโมเดลเพื่อการวิเคราะห์ความรู้สึก – ในขั้นตอนนี้จะเริ่มจากแบ่งชุด
ข้อมูลแบบ 10-fold Cross Validation โดยแบ่งข้อมูลออกเป็นข้อมูลชุดสอน (Training Set) และ
ข้อมูลชุดตรวจสอบ (Validation Set) จากนั้นน าข้อมูลชุดสอนมาสร้างโมเดลเพ่ือการวิเคราะห์
ความรู้สึกด้วยอัลกอริทึมการเรียนรู้ของเครื่อง ในงานวิจัยนี้ศึกษาเชิงเปรียบเทียบ 4 อัลกอริทึม คือ 
ขั้นตอนวิธีการเพ่ือนบ้านใกล้ที่สุด (K-Nearest Neighbors: KNN) ซัพพอร์ตเวกเตอร์แมชชีน 
(Support Vector Machine: SVM) มัลติโนเมียลนาอีฟเบย์ (Multinomial Naïve Bayes: MNB) 
และป่าสุ่ม (Random Forest: RF) ส าหรับข้อมูลชุดตรวจสอบใช้ส าหรับปรับพารามิเตอร์และป้องกัน 
overfitting 

 

การประเมินเพื่อเลือกโมเดลที่ดีที่สุด – ในการทดสอบการสร้างโมเดลเพ่ือ 
การวิเคราะห์ความรู้สึกด้วยชุดข้อมูลชุดตรวจสอบจะใช้ค่า Accuracy, F1 และ AUC หลังจากท า 
การทดลองหลายรอบ โมเดลเพ่ือการวิเคราะห์ความรู้สึกที่ให้ผลลัพธ์ที่ดีที่สุดบนชุดตรวจสอบจะถูก
เลือกเพ่ือใช้ต่อไป 

 

 ขั นตอนที่ 3: การน าโมเดลเพื่อการวิเคราะห์ความรู้สึกไปใช้กับชุดข้อมูลทดสอบ 
ในขั้นตอนนี้จะใช้ข้อมูลชุดที่ 3 มาใช้ในการทดสอบโมเดลเพ่ือการวิเคราะห์

ความรู้สึกจากในระดับประโยคที่แสดงแต่ละ Aspect ที่ปรากฎในบทวิจารณ์ โดยมีขั้นตอนดังต่อไปนี้ 
 

ขั้นที่ 1: อ่านเอกสารบทวิจารณ์เข้ามา และท าการแยกประโยคด้วย white 
space ซึ่งหากตัดได้เป็นกลุ่มค าสั้นๆ เช่นค าว่า “ดังนั้น” หรือ “แต่ละ” จะถูกละทิ้ง 

 

ขั้นที่ 2: เตรียมประโยคที่ตัดได้จากเอกสารบทวิจารณ์ด้วยการตัดค าและ 
ตัดค าหยุด 

ขั้นที่ 3: น าประโยคในเอกสารที่ตัดได้แสดงในรูปแบบเวกเตอร์และแปลงค่า
ของค าแบบ One Hot Encoding นั่นคือ ค่า 0 (ไม่พบในคลังค า) และ 1 (ไม่พบในคลังค า) สมมติว่ามี
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ประโยคคือ “ครูใจดีและสอนดี” ประโยคนี้จะถูกน าไปพิจารณาจากคลังค าของแต่ละ Aspect ที่ได้
จากชุดข้อมูลชุดที่ 1 หลังจาก “ค า” ในประโยคถูกแปลงด้วย One Hot Encoding จะท าการจัดกลุ่ม
ด้วยการวิเคราะห์ความคล้ายคลึงด้วย Euclident Distance เพ่ือพิจารณาว่าประโยคนั้นจะอยู่ใน 
Aspect ที่เก่ียวกับครู บทเรียน หรือสภาพแวดล้อม 

 

ขั้นที่  4: น าโมเดลเพ่ือการวิเคราะห์ความรู้สึกที่สร้างจากข้อมูลชุดที่  2  
มาวิเคราะห์ว่าประโยคในแต่ละกลุ่ม Aspect เพ่ือวิเคราะห์ว่าประโยคแต่ละประโยคนั้น ให้ความรู้สึก
แบบ Positive หรือ Negative 

 

ขั้นที่ 5: ประเมินความถูกต้องด้วย Recall, Precision, F1, และค่า Accuracy 
โดยเทียบกับผลเฉลยที่ผู้เชี่ยวชาญก าหนดไว้ให้ 

3.4 การสร้างคลังค าที่เกี่ยวข้องในแต่ละ Aspect ด้วย Skip-gram ของ Word2Vec 

ชุดข้อมูลที่ 1 จะใช้ส าหรับสร้างคลังข้อมูลของค าหลักที่เกี่ยวข้องกับความคิดเห็น 
แต่ละ Aspect เพ่ือใช้เสมือนเป็น “ค า” ที่เก่ียวข้องในแต่ละด้านด้วย Word2Vec โดยมีขั้นตอนดังนี้ 

รูปที่ 3.2 กรอบในการด าเนินงานเพ่ือคัดเลือกค าท่ีเกี่ยวข้องในแต่ละ Aspect ด้วย Word2Vec 

1. ผู้เชี่ยวชาญก าหนดค าเริ่มต้นให้ในแต่ละ Aspect เพ่ือจะในการหาค าที่เกี่ยวข้องใน
แต่ละ Aspect จากชุดข้อมูลที่ 1 ดังที่แสดงในตารางที่ 3.4 

 

 

2. อ่านเอกสารความคิดเห็นของนักเรียนเข้ามาในโปรแกรม แล้วท าการตัดค า 
แบบพจนานุกรมที่มีการเทียบค าที่เหมาะสมที่สุด (Dictionary-based Maximal Matching 
Method) ซึ่งการตัดค าแบบนี้จะพิจารณาตัดค าในทุกๆ รูปแบบที่เป็นไปได้ จากนั้นจะเลือกรูปแบบที่
ได้จ านวน “ค า” ที่น้อยที่สุด ยกตัวอย่างเช่น ประโยค “คุณครูน่ารัก” สามารถตัดค าได้ 2 รูปแบบคือ 

 

รูปแบบที่ 1: คุณ/ ครู/ น่ารัก 
รูปแบบที่ 2: คุณครู/ น่ารัก 

เมื่อพิจารณาจากจ านวนของ “ค า” พบว่ารูปแบบที่ 2 มีจ านวนค าที่น้อยที่สุด  
ดังนั้นจึงเลือกรูปแบบที่ 2 เป็นผลลัพธ์ของการตัดค า 

3. ค าที่ ได้ จะถูกแสดงในรูปแบบของเวกเตอร์  จากนั้ นน า เข้ าสู่  Word2Vec  
โดยในการศึกษานี้จะใช้ Skip-gram ใน Word2vec ส าหรับการสร้างคลังค าที่เกี่ยวข้องในแต่ละด้าน 
โดยในที่นี้มิติข้อมูลของเวกเตอร์สูงสุดที่ใช้คือ 300 เพราะชุดข้อมูลที่ใช้ในการศึกษามีขนาดไม่ใหญ่นัก 
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แต่ถ้าหากจะใช้มิติข้อมูลที่มีขนาดใหญ่กว่า 300 จะต้องใช้ชุดการฝึกขนาดใหญ่ ตัวอย่างข้อมูล 
ที่เกี่ยวข้องกับ “ค า” เริ่มต้นของแต่ละ Aspect สามารถแสดงรูปแบบการวิเคราะห์ดังรูปที่ 3.3  
และแสดงตัวอย่างได้ดังรูปที่ 3.3 

 
รูปที่ 3.3 รูปแบบการพิจารณา “ค า” ด้วยโมเดล Skip-gram 

 

สมมุติให้ มีประโยคเกี่ยวกับความคิดเห็นของนักเรียนทั้งหมด 3 ด้าน จ านวนด้านละ  
4 เอกสาร ดังตารางที่ 3.5 

ตารางที่ 3.5 ตัวอย่างเอกสารความคิดเห็น 

ด้าน เอกสาร 

ครูผูส้อน 
D1 : ครูอธิบายเนื้อหาละเอียดเข้าใจง่าย 
D2 : ครูสอนเนื้อหาที่ทันสมัย 
D3 : ครูอธิบายเนื้อหาสับสนไมเ่ขา้ใจ 
D4 : ครูใส่ใจเฉพาะคนเรียนเก่ง 

บทเรียน 
D1 : บทเรียนมเีนื้อหาท่ีทันสมยัสอดคล้องเหตุการณ์ปัจจุบัน 
D2 : บทเรียนมเีนื้อหาตรงตามจดุประสงค ์
D3 : บทเรียนเนื้อหาไม่นา่สนใจไมอ่ัพเดทข้อมูล 
D4 : ยึดตดิกับหลักสูตรเดมิล้าหลงั 

สภาวพแวดล้อมการเรียนรู ้
D1 : จัดบรรยากาศในห้องเรียนเอือ้ต่อการเรยีน 
D2 : จัดป้ายนิเทศใหค้วามรู ้
D3 : ห้องเรียนสกปรกเหม็นอับไมน่่าเรียน 
D4 : โต๊ะเก้าอี้ช ารุดมรีอยขีดเขียน 

ตัวอย่างแสดงการตัดค าด้วยด้วยวิธีการแบบพจนานุกรมท่ีมีการเทียบค าที่เหมาะสมที่สุด 
ดังแสดงในตารางที่ 3.6 

ตารางที่ 3.6 ตัวอย่างแสดงการตัดค า  

ด้าน ขั้นตอนการตัดค าในเอกสาร 

ครูผูส้อน 

D1 : ครู/ อธิบาย/ เนื้อหา/ ละเอียด/ เข้าใจ/ ง่าย 
D2 : คุณ/ ครู/ สอน/ เนื้อหา/ ท่ี/ ทันสมัย 
D3 : คุณ/ ครู/ อธิบาย/ เนื้อหา/ สับสน/ ไม/่ เข้าใจ 
D4 : คุณ/ ครู/ ใส่ใจ/ เฉพาะ/ คน/ เรียนเก่ง 
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บทเรียน 

D1 : บทเรียน/ มี/ เนื้อหา/ ท่ี/ ทันสมัย/ สอดคล้อง/ เหตุการณ์/ ปจัจุบัน 
D2 : บทเรียน/ มี/ เนื้อหา/ ตรง/ ตาม/ จดุประสงค ์
D3 : บทเรียน/ เนื้อหา/ ไม่/ น่าสนใจ/ ไม/่ อัพเดท/ ข้อมลู 
D4 : ยึด/ ตดิ/ กับ/ หลักสูตร/ เดมิ/ ล้าหลัง 

สภาวพแวดล้อมการเรียนรู ้
D1 : จัด/ บรรยากาศ/ ใน/ ห้องเรยีน/ เอื้อ/ ต่อ/ การเรียน 
D2 : จัด/ ป้ายนเิทศ/ ให/้ ความรู ้
D3 : ห้อง/ เรียน/ สกปรก/ เหม็นอับ/ ไม/่ น่าเรียน 
D4 : โต๊ะ/ เก้าอ้ี/ ช ารดุ/ ม/ี รอย/ ขีดเขียน 

จากนั้นท าการการตัดค าหยุด สมมุติค าว่า “คุณ”, “ครู”, “ที่”,  “มี”, “ใน”,  “ต่อ”,  “คน”, 
“ตาม”, “กับ”, “เดิม”, “เฉพาะ”, “ให้”    เป็นค าหยุดในภาษาไทย ดังนั้นสามารถยกตัวอย่างการตัด
ค าหยุดทั้งในเอกสารได้ดังตารางที่ 3.7 

ตารางที่ 3.7 ตัวอย่างการตัดค าหยุด 

ด้าน การตัดค าหยุดในเอกสาร 

ครูผูส้อน 
D1 : อธิบาย/ เนื้อหา/ ละเอียด/ เข้าใจ/ ง่าย 
D2 : สอน/ เนื้อหา/ ทันสมยั 
D3 : อธิบาย/ เนื้อหา/ สับสน/ ไม/่ เข้าใจ 
D4 : ใส่ใจ/ เรยีนเก่ง 

บทเรียน 

D1 : บทเรียน/ เนื้อหา/ ทันสมัย/ สอดคล้อง/ เหตุการณ/์ ปัจจุบัน 
D2 : บทเรียน/ เนื้อหา/ ตรง/ จดุประสงค ์
D3 : บทเรียน/ เนื้อหา/ ไม่/ น่าสนใจ/ ไม/่ อัพเดท/ ข้อมลู 
D4 : ยึดตดิ/ กับ/ หลักสตูร/ ล้าหลัง 

สภาวแวดล้อมการเรยีนรู ้
D1 : จัด/ บรรยากาศ/ ห้องเรยีน/ เอื้อ/ ต่อ/ การเรียน 
D2 : จัด/ ป้ายนเิทศ/ ให/้ ความรู ้
D3 : ห้องเรียน/ สกปรก/ เหม็นอบั/ ไม/่ น่าเรยีน 
D4 : โต๊ะ/ เก้าอ้ี/ ช ารดุ/ รอย/ ขีดเขียน 

 

ในขั้นตอนการสร้างคลังค าด้วย Word2Vec นั้น ภายหลังจากท าการตัดค าและแสดง
เอกสารด้วยเวกเตอร์  

 

สมมติว่าจะสร้างคลังค าของค าว่า “ครู” เมื่ออ่านค าว่า “ครู” เข้ามาในโปรแกรม  
จากนั้นจะใช้ Skip-gram ของ Word2vec ในการท านายค าที่มีความหมายใกล้เคียงในบริบท โดย
สามารถแสดงตัวอย่างผลลัพธ์ที่ได้จากการประมวลผลดังรูปที่ 3.4 และรูปที่ 3.5 
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รูปที่ 3.4 ตัวอย่างคลังค าท่ีสอดคล้องกับค าว่า “คร”ู 

 

 
รูปที่ 3.5 Word2vec Skip-gram 

 

การก าหนดค่าพารามิเตอร์ในแบบจ าลอง Skip-gram มีผลต่อประสิทธิภาพใน
การเรียนรู้และท านายบริบทของค าเป้าหมายได้ดี ส าหรับการก าหนดค่าพารามิเตอร์หลักๆ ใน
แบบจ าลอง Skip-gram มีดังนี ้

ค าที่มคีวามหมายใกลเ้คียงกบัประโยค 
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ขนาดของหน้าต่างบริบท (Context Window Size) - หน้าต่างขนาดเล็ก (เช่น
, 1-2) เหมาะส าหรับงานที่ต้องการบริบทใกล้ชิด ในขณะที่หน้าต่างขนาดใหญ่ (เช่น 5-10) เหมาะ
ส าหรับการจับคู่ความหมายที่กว้างข้ึน 

ขนาดของเวกเตอร์ค า (Embedding Size) – ขนาดของเวกเตอร์มีผลต่อ
ความสามารถในการจับคู่ความละเอียดของความหมาย ขนาดเวกเตอร์ที่ใหญ่กว่า (เช่น 100-300) มัก
ให้ผลลัพธ์ที่ดีกว่าส าหรับฐานข้อมูลขนาดใหญ่และงานที่ซับซ้อน, แต่ต้องใช้เวลาและหน่วยความจ า
มากขึ้นในการฝึก 

อัตราการเรียนรู้ (Learning Rate) - ค่าที่เหมาะสมขึ้นอยู่กับงานและข้อมูล 
การเริ่มต้นด้วยอัตราการเรียนรู้สูงและลดลงเมื่อเวลาผ่านไป (Decay) สามารถช่วยให้การฝึกฝนมี
ประสิทธิภาพดีขึ้น 

จ านวนรอบการฝึก (Epochs) – จ านวนรอบทั้งหมดที่ชุดข้อมูลใช้ในการฝึก
แบบจ าลอง จ านวน epochs ที่เพียงพอส าหรับแบบจ าลองในการเรียนรู้โดยไม่เกิดการเรียนรู้เกิน
จ าเป็น (Overfitting) 

Activation function – แบบจ าลองที่มีชั้นเชิงเส้นอย่างเดียวอาจไม่เพียงพอใน
การจับความซับซ้อนของความสัมพันธ์ระหว่างค าและบริบทของมันในภาษาธรรมชาติ ฟังก์ชันการเปิด
ใช้งานที่ไม่เชิงเส้นเช่น ReLU (Rectified Linear Unit) หรือ tanh (Hyperbolic Tangent) สามารถ
เพ่ิมความสามารถในการเรียนรู้ความสัมพันธ์ที่ซับซ้อนเหล่านี้ได้ ในบางกรณี เช่น ชั้นสุดท้ายของ
แบบจ าลอง Skip-gram ฟังก์ชันการเปิดใช้งานเช่น sigmoid หรือ softmax อาจถูกใช้เพ่ือจ าแนก
และท านายความน่าจะเป็นของค าบริบทเฉพาะจากค าเป้าหมาย Sigmoid มักใช้ในกรณีของการ
ท านายบริบทเป็นงาน binary classification (เช่น ค านี้เป็นบริบทที่ถูกต้องหรือไม่?) ในขณะที่ 
softmax ใช้เมื่อต้องการเลือกจากหลายคลาส (หลายค าบริบท) 

Optimizer – Optimizer ในแบบจ าลอง Skip-gram มีหน้าที่หลักคือปรับค่า
น้ าหนักและไบแอสในเครือข่ายประสาทเพ่ือลดค่าของฟังก์ชันการสูญเสีย การปรับน้ าหนักเหล่านี้ช่วย
ให้แบบจ าลองสามารถท านายบริบทของค าเป้าหมายได้ดีขึ้น ป้องกัน over fitting optimizer เช่น 
Adam ช่วยป้องกันปัญหาเช่นการเรียนรู้เกินจ าเป็น ซึ่งเป็นสถานการณ์ที่แบบจ าลองท านายข้อมูลการ
ฝึกได้ดีมาก แต่ท านายข้อมูลใหม่ได้ไม่ดี 

Batch size -Batch size มีผลต่อการควบคุมความเร็วและคุณภาพของ
กระบวนการเรียนรู้ โดย batch size ขนาดเล็กอาจท าให้โมเดลมีความยืดหยุ่นมากขึ้นในการปรับตัว
ตามข้อมูล แต่อาจท าให้กระบวนการเรียนรู้มีความผันผวนมากขึ้น ในทางกลับกัน batch size ขนาด
ใหญ่สามารถลดความผันผวนในการเรียนรู้และช่วยให้การปรับแต่งน้ าหนักมีความเสถียรมากขึ้น แต่
อาจท าให้โมเดลตอบสนองต่อความแปรปรวนในข้อมูลได้ไม่ดีเท่าที่ควร 
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ตารางที่ 3.8 การก าหนดค่าพารามิเตอร์ใน Skip-gram ส าหรับข้อมูลขนาดเล็ก 

พารามิเตอร์ ค่าพารามิเตอร์ใน Skip-gram 

Window Size 2 

Embedding Size 300 

Learning Rate 0.01 

Epochs 1-3 

Activation function Sigmoid 

Optimizer Adam 

Batch size 256 
 

ภายหลังจากท่ีได้กลุ่มค าที่สอดคล้องกับแต่ละ Aspect แล้ว ค าเหล่านั้นจะถูก
ใช้เสมือนเป็น “คลังค า” ของการศึกษานี้ โดยสามารถสรุปจ านวนค าที่ได้ดังแสดงในตารางที่ 3.9 

ตารางที่ 3.9 สรุปจ านวนค าของแต่ละ Aspect ภายหลังการวิเคราะห์ด้วย Skip-gram 

 
 

Aspect จ านวนค าของแต่ละ Aspect 
ครู 43 
บทเรียน 37 
สภาพแวดล้อม 28 

 

สาเหตุที่ ได้จ านวนค าที่สอดคล้องกับแต่ละ Aspect ไม่มากนัก อาจจะ
เนื่องมาจากว่า จ านวนประโยคที่ใช้ในการเรียนรู้มีน านวนไม่มากนัก และมักเป็นประโยคแบบสั้น 

3.5 การสร้างโมเดลเพื่อการวิเคราะห์ความรู้สึก  

ในส่วนนี้จะเป็นการอธิบายขั้นตอนในการสร้างโมเดลเพ่ือการวิเคราะห์ความรู้สึกด้วย
อัลกอริทึมการเรียนรู้ของเครื่อง ในงานวิจัยนี้ศึกษาเชิงเปรียบเทียบ 4 อัลกอริทึม คือ ขั้นตอนวิธีการ
เพ่ือนบ้านใกล้ที่สุด (K-Nearest Neighbors: KNN) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector 
Machine: SVM) มัลติโนเมียลนาอีฟเบย์ (Multinomial Naïve Bayes: MNB) และป่าสุ่ม (Random 
Forest: RF) 

ขั นที่ 1: การเตรียมข้อมูล 

   ในงานวิจัยนี้ท าการเตรียมข้อมูลด้วยท าการตัดค าแบบพจนานุกรมที่มีการเทียบ
ค าที่เหมาะสมที่สุด (Dictionary-based Maximal Matching Method) ซึ่งการตัดค าแบบนี้จะ
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พิจารณาตัดค าในทุกๆ รูปแบบที่เป็นไปได้ จากนั้นจะเลือกรูปแบบที่ได้จ านวน “ค า” ที่น้อยที่สุด 
ยกตัวอย่างเช่น ประโยค “คุณครูสวยและน่ารัก” สามารถตัดค าได้ 2 รูปแบบคือ 

รูปแบบที่ 1: คุณ/ ครู/ สวย/ และ/ น่ารัก 
รูปแบบที่ 2: คุณครู/ สวย/ และ/ น่ารัก 

รูปแบบที่ได้จ านวนค าน้อยที่สุดจะถูกเลือก ดังนั้นจากตัวอย่างการตัดค าในรูปแบบที่ 2 
จะถูกน ามาใช้ จากนั้นจะท าการตัดค าหยุด ดังนั้นจากตัวอย่างประโยค “คุณครูสวยและน่ารัก”  
ผลลัพธ์ที่ได้เม่ือท าการตัดค าหยุดแล้วจะได้ คุณครู/ สวย/ น่ารัก 

ขั นที่ 2: การแสดงข้อความและการให้น  าหนักค า 
หลังจากขั้นที่ 1 แต่ละความคิดเห็นจะแสดงในรูปแบบเวกเตอร์ เรียกว่า 

Vector Space Model (VSM) ตัวอย่างการแทนเอกสารสามารถแสดงได้ดังตารางที่ 3.10 

ตารางที่ 3.10 ตัวอย่างการแทนเอกสารด้วย VSM 

 คุณ
คร

 ู

น่า
รัก
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น 
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ร้อ
น 

สะ
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ด 

Class 

D1 1 1 1 1 1 0 0 0 0 0 0 0 YES 

D2 0 0 0 1 0 1 1 1 1 0 0 0 YES 

D3 0 0 0 0 0 0 0 0 0 1 1 1 NO 

1. ตัวอย่างการให้น้้าหนักด้วย tf-idf 

จากข้อมูลข้างต้นจะเห็นว่ามีเอกสารทั้งหมด 3 เอกสาร เมื่อน ามาค านวณหาค่า
น้ าหนักด้วยสมการ 𝑡𝑓  𝑖𝑑𝑓 จะสามารถแสดงขั้นตอนได้ดังนี้ คือ 

ขั้นตอนที่ 1 : หาค่า 𝑡𝑓 ที่เป็นความถี่ของค าแต่ละค าที่อยู่ในเอกสารนั้นๆ ว่าพบกี่
ครั้ง 

ขั้นตอนที่ 2 : หาค่า 𝑖𝑑𝑓 คือการหาค่าส่วนกลับของแต่ละค าในเอกสารนั้นๆ 
การค านวณหา 𝑖𝑑𝑓 ท าได้โดยใช้สมการ 𝑖𝑑𝑓      𝑁 𝑑𝑓 โดย 𝑁 คือ 

จ านวนเอกสารทั้งหมดในคลังเอกสาร และ 𝑑𝑓 คือจ านวนเอกสารที่มีค านั้นๆ ปรากฎอยู่ และสามารถ
ค านวณหาค่า 𝑖𝑑𝑓 ได้ดังนี้ในที่นี้จะให้ 𝑁  3 
 

𝑖𝑑𝑓คุณครู  =    (3 1) = 0.477 
𝑖𝑑𝑓น่ารัก =    (3 1) = 0.477 
𝑖𝑑𝑓สอน   =    (3 1) = 0.477 
𝑖𝑑𝑓ดี  =    (3 2) = 0.176 
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𝑖𝑑𝑓มาก   =    (3 1) = 0.477 
𝑖𝑑𝑓เนื้อหา   =    (3 1) = 0.477 
𝑖𝑑𝑓บทเรียน  =    (3 1) = 0.477 
𝑖𝑑𝑓ค่อนข้างยาก  =    (3 1) = 0.477 
𝑖𝑑𝑓สนุก  =    (3 1) = 0.477 
𝑖𝑑𝑓ห้องเรียน   =    (3 1) = 0.477 
𝑖𝑑𝑓ร้อน   =    (3 1) = 0.477 
𝑖𝑑𝑓สะอาด   =    (3 1) = 0.477 

 

ขั้นตอนที่ 3 : การค านวณหาค่า 𝑡𝑓  𝑖𝑑𝑓  
ในขั้นตอนนี้จะเป็นการน าเอาค่า 𝑡𝑓 ที่ได้คูณเข้ากับค่า 𝑖𝑑𝑓 เช่น  

ในเอกสารที่ 1 จะพบค า 5 ค า คือ “คุณครู”, “น่ารัก” , “สอน” , “ดี” และ “มาก” โดยค าเหล่านี้ที่
ปรากฏในเอกสารที่ 1 มีค่า 𝑡𝑓 เป็น 1 และ 1 ตามล าดับ เมื่อน ามาหาค่า 𝑡𝑓  𝑖𝑑𝑓  จะได้ผลลัพธ์ 
ดังต่อไปนี้ 

  

𝑖𝑑𝑓คุณครู  ในเอกสารที ่1 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓น่ารัก  ในเอกสารที ่1 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓สอน  ในเอกสารที ่1 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓ดี  ในเอกสารที ่1 = 1 x 0.176 = 0.176 
𝑖𝑑𝑓ดี ในเอกสารที ่2 = 1 x 0.176 = 0.176 
𝑖𝑑𝑓มาก   ในเอกสารที ่1 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓เนื้อหา   ในเอกสารที ่2 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓บทเรียน  ในเอกสารที ่2 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓ค่อนข้างยาก  ในเอกสารที ่2 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓สนุก  ในเอกสารที ่2 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓ห้องเรียน  ในเอกสารที ่3 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓ร้อน  ในเอกสารที ่3 = 1 x 0.477 = 0.477 
𝑖𝑑𝑓สะอาด   ในเอกสารที ่3 = 1 x 0.477 = 0.477 

ดังนั้น ผลการค านวณค่า 𝑡𝑓  𝑖𝑑𝑓  ของค าในแต่ละเอกสาร จึงสามารถ
แสดงได้ดังตารางที่ 3.11 
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ตารางที่ 3.11 แสดงเอกสารการให้น้ าหนักด้วย 𝑡𝑓  𝑖𝑑𝑓   
 

 คุณ
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Class 

D1 0.477 0.477 0.477 0.176 0.477 0 0 0 0 0 0 0 YES 

D2 0 0 0 0.176 0 0.477 0.477 0.477 0.477 0 0 0 YES 

D3 0 0 0 0 0 0 0 0 0 0.477 0.477 0.477 NO 

2. ตัวอย่างการให้น้้าหนักด้วย tf-igm 

ในการหาค่า tf ก็คือการหาค่า tf แบบเดียวกันกับ tf-idf ส่วนสมการของ igm 

สามารถแสดงได้ดังนี้ 

𝑖𝑔𝑚(𝑡𝑖)  
𝑓𝑖 

∑ 𝑓𝑖𝑟  𝑟𝑚
𝑟  

  
 

เมื่อ fir  แสดงให้เห็นถึงจ านวนของเอกสารที่มีค า ti ในคลาสที่ r-th และมีการเรียงล าดับจากมากไป
น้อย ในขณะที่ fi1 จะแสดงถึงความถ่ีของค า ti ที่ปรากฎในคลาส  

 

ส าหรับในสมการการค านวณค่าน้ าหนักแบบ tf-igm จะมีการใช้ตัวแปรแลมด้า () 
เป็นค่าสัมประสิทธิ์ที่ปรับได้ (Adjustable Coefficient) ที่ถูกใช้เพ่ือรักษาสมดุลสัมพัทธ์ระหว่างปัจจัย
ภายนอก (Global Factor) และปัจจัยภายใน (Local Factor) ในน้ าหนักของค า โดยทั่วไปค่า  จะ
ถูกก าหนดไว้ที่ 7.0 เพราะในหลายๆ งานวิจัยให้ความคิดว่าเป็นค่าที่เหมาะสมที่สุด อย่างไรก็ตามค่า 
 สามารถก าหนดให้อยู่ระหว่างค่า 5.0 ถึง 9.0 ซึ่งสมการ tf-igm สามารถแสดงได้ดังนี้ 

 

เมื่อ tf(ti, d) คือความถี่ของค า ti ที่พบในเอกสาร dj การก าหนดค่า  = 7.0 จะ
สามารถแสดงตัวอย่างการค านวนค่าน้ าหนักค าของค าว่า “คุณคร”ู ด้วย tf-igm ได้ดังนี้ 

 

เมื่อพิจารณาข้อมูลจากตารางที่ 3.9 และการก าหนดค่า  = 7.0 จะสามารถแสดง
ตัวอย่างการค านวนค่าน้ าหนักค าของค าว่า “คุณคร”ู ด้วย tf-igm ได้ดังนี ้
 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  𝑡𝑓(𝑡𝑖  𝑑𝑗)  (1  𝜆  𝑖𝑔𝑚(𝑡𝑖)) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  𝑡𝑓(𝑡𝑖  𝑑𝑗)  (1  𝜆  
𝑓𝑖1

∑  𝑟𝑚
𝑟 𝑓𝑖𝑟

) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")
  1  (1  7 0  

1
(1  1)  (0  2)

) 

𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡𝑘)  𝑡𝑓(𝑡𝑖 𝑑𝑗)  (  𝜆  𝑖𝑔𝑚(𝑡𝑖))  
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𝑤𝑡𝑓 𝑖𝑔𝑚(𝑡 "คณิตศาสตร์")  8 

 

ขั นที่ 3: การสร้างโมเดลเพื่อการวิเคราะห์ความรู้สึกด้วยอัลกอริทึมการเรียนรู้ของ
เครื่อง 

ส าหรับข้อมูลที่ใช้ในการสร้างโมเดลเพ่ือการวิเคราะห์ความรู้สึกนี้คือข้อมูล
ความคิดเห็นในชุดที่ 2 ซึ่งเป็นความคิดเห็นเชิงบวกจ านวน 450 ความคิดเห็น และความคิดเห็นเชิงลบ 
230 ความคิดเห็น ดังนั้นเพ่ือไม่ให้ปัญหาข้อมูลไม่สมดุล (Imbalanced data) ซึ่งหมายถึงสถานการณ์
ในชุดข้อมูลที่จ านวนตัวอย่างในแต่ละคลาสไม่เท่ากันอย่างมาก ซึ่งส่งผลให้มีคลาสหนึ่งหรือหลาย
คลาสที่มีจ านวนตัวอย่างน้อยมากเมื่อเทียบกับคลาสอ่ืนๆ ในชุดข้อมูลเดียวกัน สิ่งนี้สามารถส่งผลต่อ
ประสิทธิภาพของโมเดลการเรียนรู้ของเครื่อง เนื่องจากโมเดลอาจมีแนวโน้มที่จะท านายคลาสที่มี
ตัวอย่างมากกว่าได้ดีกว่าคลาสที่มีตัวอย่างน้อย ดังนั้นการศึกษานี้จึงใช้ความคิดเห็นเชิงบวกจ านวน 
200 ความคิดเห็น และความคิดเห็นเชิงลบ 200 เพ่ือให้ข้อมูลในแต่ละคลาสมีความสมดุล  

 

โดยอัลกอริทึมที่ใช้ในการศึกษาส าหรับการสร้างเพ่ือการวิเคราะห์ความรู้สึก
ด้วยอัลกอริทึมการเรียนรู้ของเครื่องประกอบไปด้วย  

 

1) ขั นตอนวิธีการเพื่อนบ้านใกล้ที่สุด (K-Nearest Neighbors: KNN)  
 สมมุติต้องการสร้างโมเดลการจ าแนกเอกสารเพ่ือการวิเคราะห์ข้อมูล

แบบ 2  กลุ่มคือ ความคิดเห็นด้านบวก และความคิดเห็นด้านลบ สมมุติก าหนดค่า 𝑘  5  นั่นคือ
ภายหลังจากการประมวลผลข้อมูลแล้ว จะพิจารณาข้อมูล 5 อันดับแรกที่อยู่ใกล้ 𝑥 มากที่สุด  

สมมุติให้มีเอกสารการจ าแนกความรู้สึกจากเอกสารความคิดเห็นแบบ
ข้อความทั้งหมด 10 เอกสาร คือ 

D1 : คุณครูสอนดีนักเรียนเข้าใจง่าย 
D2 : คุณครูสอนดีแจ้งเนื้อหาบทเรียนชัดเจน 
D3 : สอนเนื้อหาที่ทันสมัยครูพูดเพราะ 
D4 : คุณครูอธิบายงานได้เข้าใจง่าย 
D5 : ครูยุติธรรมใส่ใจนักเรียนเท่ากัน 
D6 : ครูไม่เปิดโอกาสให้นักเรียนซักถาม 
D7 : ครูใส่ใจเฉพาะคนเรียนเก่ง 
D8 : ครูก็อธิบายดีแต่ดุมากไปหน่อย 
D9 : ครูสอนดีแต่เร็วเกินไป 
D10: ครูสอนไม่ดี 
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การก าหนดพารามิเตอร์ที่ส าคัญส าหรับ  KNN สามารถแสดงได้ดังดังนี้ 
 จ านวนของเพ่ือนบ้าน (K): ชุดข้อมูลขนาดเล็กอาจท าให้การเลือก

ค่า k ที่สูงเกินไปน าไปสู่การ overfitting หรือ underfitting ได้ โดยทั่วไป ค่า k ที่เหมาะสมควรเลือก
ให้ต่ า แต่ไม่ต่ าเกินไปจนท าให้โมเดลไวต่อ “noise” ในข้อมูลงานวิจัยนี้ทดสอบท่ีค่า 3, 5 และ 7 

 วิธีการค านวณระยะห่าง (Distance Metric): ใช้ Euclidean 
distance ส าหรับการจ าแนกความรู้สึกจากเอกสารข้อความสามารถแสดงได้โดยการใช้คุณลักษณะ
ของข้อความเป็นเวกเตอร์ ซึ่งสามารถแสดงความคล้ายคลึงระหว่างเอกสารได้ด้วยการค านวณ
ระยะห่างระหว่างเวกเตอร์ของข้อความทั้งสอง การใช้ Euclidean distance ในการจ าแนกความรู้สึก
อาจเกี่ยวข้องกับการวัดระยะห่างระหว่างเอกสารกับจุดศูนย์กลาง (centroid) ของแต่ละกลุ่มอารมณ์
หรือความรู้สึก เช่น บวก หรือ ลบ เพื่อจ าแนกว่าเอกสารนั้นมีความรู้สึกใดมากที่สุด 

ภายหลังจากเตรียมข้อมูล การแทนเอกสาร และการให้น้ าหนักค าด้วย  
tf-idf แล้วจะได้ผลลัพธ์ดังที่แสดงในตารางที่ 3.12 และ 3.13 ตามล าดับ 
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ภายหลังจากเตรียมข้อมูล การแทนเอกสาร และการให้น้ าหนักค าด้วย tf-idf 
แล้ว เวกเตอร์ของเอกสารที่ได้เรียนรู้เพื่อสร้างโมเดลการจ าแนกเอกสารด้วย KNN โดยมีขั้นตอนดังนี้ 

ขั้นตอนที่ 1: ก าหนดค่า 𝑘  - ขั้นตอนการก าหนดค่า 𝑘 เป็นการก าหนดค่าเพ่ือ
ใช้เป็นเป้าหมายในการเลือกค่าที่ใกล้เคียงกับข้อมูลที่สนใจ โดยค่า 𝑘 ที่ก าหนดต้องเป็นเลขคี่ เพ่ือให้
โปรแกรมสามารถใช้ในการตัดสินใจได้ว่า 𝑥 ควรถูกจัดอยู่ในกลุ่มใด ในชุดข้อมูลขนาดเล็กอาจท าให้
การเลือกค่า k ที่สูงเกินไปน าไปสู่การ overfitting หรือ underfitting ได้ โดยทั่วไป ค่า k ที่เหมาะสม
ควรเลือกให้ต่ า แต่ไม่ต่ าเกินไปจนท าให้โมเดลไวต่อ “noise” ในข้อมูลงานวิจัยนี้ทดสอบที่ค่า 3, 5 
และ 7 f ดังนั้นในการศึกษานี้ จึงศึกษาด้วยการก าหนดค่า 𝑘  3, 𝑘  5, 𝑘  7 ตามล าลับ 

ขั้นตอนที่ 2:  ค านวณหาระยะทางระหว่าง 𝒙 กับข้อมูลทุกตัวในคลังข้อมูลการ
ค านวณค่าระยะทางระหว่างข้อมูลที่สนใจ กับข้อมูลทุกตัวในคลังข้อมูลจะใช้การค านวณระยะทางด้วย 
Euclidian distance  
 

𝐸(𝑥 𝑦)  √∑(𝑥𝑖  𝑦𝑖)
2 

𝑛

𝑖 0

  

 

โดยที่ 𝐸  คือ ระยะทางระหว่างเอกสาร 𝑥 กับ 𝑦 ซึ่งเป็นเอกสารที่เป็น 
                centroid หรือ Center Point 
𝑥𝑖  คือ คุณลักษณะที่ 𝑖 ของเอกสาร 𝑥  
𝑦

𝑖   คือ คุณลักษณะที่ 𝑖 ของซึ่งเป็นเอกสารที่เป็น centroid  
ซึ่งเอกสาร 𝑥 จะถูกเปรียบเทียบกับเอกสาร 𝑦 ที่เป็น centroid 

 

ขั้นตอนที่ 3: จัดเรียงล าดับของระยะทาง - เมื่อวัดระยะทางระหว่างข้อมูลที่
สนใจ 𝑥 กับข้อมูลในคลังข้อมูลเสร็จเรียบร้อย จะมีการน าระยะทางที่วัดได้มาเรียงล าดับจากระยะทาง
ที่น้อยที่สุดไปหามากที่สุด 

ขั้นตอนที่ 4: พิจารณาข้อมูลที่ใกล้ที่สุด 𝑘 ตัว - เมื่อท าการจัดเรียงล าดับของ
ระยะทางแล้วจะเลือกค่าระยะทางที่น้อยที่สุดจ านวน 𝑘 ตัวมาพิจารณาหาค าตอบ เช่น ถ้าหากค่า  

𝑘  5 ก็จะเลือกข้อมูลจากล าดับที่ 1 ถึง 5 มาพิจารณา 

ขั้นตอนที่ 5: ก าหนด Class ให้กับข้อมูล 𝑥 - การก าหนด Class ให้กับข้อมูล 𝑥 
จะท าโดยการพิจารณาว่าข้อมูลจ านวน 5 ตัวที่อยู่ใกล้ 𝑥 มากที่สุดอยู่กลุ่มใดบ้าง เช่น ถ้าข้อมูลในกลุ่ม
ที่ 4 มีจ านวน 3 ตัว อยู่ในกลุ่ม 5 จ านวน 1 ตัว และกลุ่มท่ี 2 จ านวน 1 ตัว ระบบจึงตัดสินใจให้ข้อมูล 
𝑥 อยู่ในกลุ่มที่ 4 
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รูปที่ 3.6 ตัวอย่างการจ าแนกความรู้สึกจากเอกสารเมื่อ k=3 และ 7 

อย่างไรก็ตาม มีข้อสังเกตว่าถ้าเลือกค่า 𝑘 น้อยเกินไปอาจจะท าให้ไวต่อ
สัญญาณรบกวนได้ และถ้าหากเลือกค่า 𝑘 มากเกินไปอาจจะท าให้มีกลุ่มข้อมูลอ่ืนๆ มาปะปนกับ
ข้อมูลที่ก าลังสนใจได้เช่นกัน ดังนั้นวิธีการนี้จึงมีทั้งข้อดีและข้อเสียซึ่ง ข้อดีคือเป็นวิธีการที่ง่ายและให้
ประสิทธิภาพความถูกต้องสูง แต่ข้อเสียคือเวลาที่ใช้ในการประมวลผลค่อนข้างนาน เพราะการท านาย
ข้อมูลที่เข้ามาใหม่จะอาศัยการเปรียบเทียบข้อมูลใหม่กับข้อมูลเรียนรู้จ านวน 𝑘 ตัวที่อยู่ใกล้ที่สุด  

 

2) มัลติโนเมียลนาอีฟเบย์ (Multinomial Naïve Bayes: MNB)  
ในการสร้างโมเดลเพ่ือการจ าแนกเอกสาร จะเป็นการยกตัวอย่างประยุกต์

เอาอัลกอริทึมพหุนามนาอีฟเบย์มาใช้ในการจ าแนกความรู้สึกจากเอกสารความคิดเห็นแบบข้อความ
โดยจ าแนกข้อมูลแบบ 2 กลุ่มคือ กลุ่มท่ีมีความคิดเห็นเป็นบวก และกลุ่มที่มีความคิดเห็นเป็นลบ  

ส าหรับการประยุกต์ใช้มัลติโนเมียลนาอีฟเบย์ในการสร้างโมเดลเพ่ืการวิ
เคราะห์ความรู้สึก พารามิเตอร์ที่ส าคัญคือ Alpha (α) (Laplace Smoothing Parameter) Alpha 
เป็นพารามิเตอร์ส าหรับการปรับเรียบ (Smoothing) ซึ่งช่วยป้องกันปัญหาการค านวณความน่าจะเป็น
เป็นศูนย์ในกรณีที่ค าหรือคุณลักษณะบางอย่างไม่ปรากฏในชุดข้อมูลการฝึก ค่าทั่วไปส าหรับ α อยู่
ระหว่าง 0 ถึง 1 แต่ที่นิยมใช้คือ 1 ดังนั้นในงานวิจัยนี้จึงใช้ค่า Laplace smoothing = 1 

สมมุติว่าให้เอกสารในตารางที่ 3.9 เป็นข้อมูลชุดสอน จะน ามาแสดง
ขั้นตอนการสร้างโมเดลเพ่ือการจ าแนกความคิดเห็นได้ดังนี้ 

ขั้นตอนที่ 1 : หาความน่าจะเป็นของแต่ละคลาส  
จากตารางที่ 3.9 ข้อมูลมีจ านวน 3 เอกสาร เอกสารที่เป็นคลาส yes 

จ านวน 2 เอกสารและเอกสารที่เป็นคลาส no จ านวน 1 เอกสาร สามารถค านวณหาค่าความน่าจะ
เป็นของแต่ละคลาสได้จากสมการที่ 1 ผลลัพธ์ที่ได้แสดงดังตารางที่ 3.14 
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ตารางที่ 3.14 ค านวณค่าความน่าจะเป็นของแต่ละคลาส 
 

คลาส ผลลัพธ์ 

yes 
𝑃̂(𝑐𝑦𝑒𝑠)  

1  𝐶𝑜𝑢𝑛𝑡(𝑑𝑜𝑐 𝑐𝑗)

𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑐𝑜𝑟𝑝𝑢𝑠  𝑁𝑢𝑚𝐶𝑙𝑎𝑠𝑠
 

1  2

1  3

 0 75 

no 
𝑃̂(𝑐𝑛𝑜

)  
1  𝐶𝑜𝑢𝑛𝑡(𝑑𝑜𝑐 𝑐𝑗)

𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑐𝑜𝑟𝑝𝑢𝑠  𝑁𝑢𝑚𝐶𝑙𝑎𝑠𝑠
 

1  1

1  3

 0 5 
 

ขั้นตอนที่ 2 : หาความน่าจะเป็นของ “ค้า” ที่จะเกิดข้ึนในแต่ละคลาส  

จากตารางที่ 3.10 ข้อมูลชุดสอน ค าในถุงค ามีทั้งหมด 12 ค า ได้แก่ 
คุณคร,ู น่ารัก, สอน, ดี, มาก, เนื้อหา, บทเรียน, ค่อนข้างยาก, สนุก, ห้องเรียน, ร้อน, สะอาด ค าที่พบ
ในคลาส yes จ านวน 9 ค า ได้แก่ คุณครู, น่ารัก, สอน, ดี, มาก, เนื้อหา, บทเรียน, ค่อนข้างยาก, สนุก 
ค าท่ีพบในคลาส no จ านวน 3 ค า ห้องเรียน, ร้อน, สะอาด โดยค าทั้งหมดได้มีการให้น้ าหนักค าแบบ 
𝑡𝑓  𝑖𝑑𝑓 ไว้แล้ว สามารถค านวณได้จากสมการ 

 

𝑃̂ (𝑤𝑖|𝑐𝑗)  
∑(𝑡𝑓  𝑖𝑑𝑓(𝑤𝑖) 𝑐𝑗)  1

∑ (𝑡𝑓  𝑖𝑑𝑓(𝑤)𝑐𝑗)   𝑉 𝑤𝑒𝑉

 
 

 

เมื่อ  ∑(𝑡𝑓  𝑖𝑑𝑓(𝑤𝑖) 𝑐𝑗)  คือผลรวมของค่าน้ าหนักค าแบบ 𝑡𝑓  𝑖𝑑𝑓 ของ
ค า 𝑤𝑖  ในคลาส 𝑐𝑗  ในขณะที่ ∑ (𝑡𝑓  𝑖𝑑𝑓(𝑤)𝑐𝑗)𝑤𝑒𝑉   คือผลรวมของค่าน้ าหนักแบบ 𝑡𝑓  𝑖𝑑𝑓 ของค า
ทั้งหมดท่ีพบในคลาส 𝑐𝑗 จากสมการข้างต้น ค านวณหาความน่าจะเป็นของแต่ละ “ค า” ที่พบในแต่ละ
คลาส สามารถค านวณได้ดังนี้ 

 

         ตารางที่ 3.15 การค านวณค่าความน่าจะเป็นของแต่ละ “ค า” ในคลาส 𝑐𝑗 
𝑃̂ (𝑤𝑖|𝑐𝑦𝑒𝑠) 𝑃̂ (𝑤𝑖 𝑐𝑛𝑜) 

 (คุณครู|    )  
1  0

12  4 168
 0 061  (ห้องเรียน 𝑐𝑛𝑜)  

1
12  1 43

 0 074 

 (น่ารัก|    )  
1  0

12  4 168
 0 061  (ร้อน 𝑐𝑛𝑜)  

1
12  1 43

 0 074 

 (สอน|    )  
1  0

12  4 168
 0 061  (สะอาด 𝑐𝑛𝑜)  

1
12  1 43

 0 074 

 (ดี|    )  
1  1

12  4 168
 0 123  

 (มาก|    )  
1  0

12  4 168
 0 061 

 (เน้ือหา|    )  
0  1

12  4 168
 0 061 

 (บทเรียน|    )  
0  1

12  4 168
 0 061 
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 (ค่อนขา้งยาก|    )  
0  1

12  4 168
 0 061 

 (สนุก|    )  
0  1

12  4 168
 0 061 

 

3) ป่าสุ่ม (Random Forest: RF) 
 

RF เป็นอัลกอริธึมการเรียนรู้ของเครื่องที่อยู่ในประเภทของ Ensemble 
Learning ซึ่งท างานโดยการสร้างหลายๆ ต้นไม้การตัดสินใจ (Decision Trees) และผสมผสาน
ผลลัพธ์จากต้นไม้เหล่านั้นเพ่ือท าการท านายที่ดีขึ้น โมเดลนี้สามารถใช้ส าหรับงานทั้งการจ าแนก
ประเภท (ในการวิเคราะห์ความรู้สึก RF สามารถใช้เพ่ือจ าแนกความรู้สึกในข้อความว่าเป็นบวก ลบ 
หรือกลาง โดยขึ้นอยู่กับเนื้อหาของข้อความ RF เป็นอัลกอริธึมที่ทรงพลังและมีความสามารถในการ
จัดการกับชุดข้อมูลที่มีความซับซ้อนและคุณลักษณะที่มีมิติสูง ท าให้เหมาะส าหรับงานการวิเคราะห์
ความรู้สึก นอกจากนี้ยังมีความสามารถในการป้องกัน overfitting ได้ดีเมื่อเทียบกับการใช้ต้นไม้การ
ตัดสินใจเพียงต้นเดียว ในการศึกษานี้ต้นไม้ตัดสินใจที่เลือกใช้คือ CART (Classification And 
Regression Trees) เนื่องจากเป็นต้นไม้การตัดสินใจที่ใช้กันอย่างแพร่หลายในการสร้าง RF 

 

เมื่อใช้ Random Forest ส าหรับส าหรับการสร้างโมเดลเพ่ือการวิเคราะห์
ความรู้สึกแบบ 2 กลุ่ม (เช่น บวกและลบ), การปรับพารามิเตอร์อย่างเหมาะสมสามารถช่วยให้โมเดล
ท างานได้ดีขึ้นและมีความแม่นย าสูงขึ้น บางส่วนของพารามิเตอร์หลักในโมเดล RF ที่ต้องการพิจารณา
สามารถแสดงได้ดังตารางที่ 3.16 

 

         ตารางที่ 3.16 พารามิเตอร์หลักในโมเดล RF ที่ต้องการพิจารณาส าหรับการสร้างโมเดลเพื่อ
การวิเคราะห์ความรู้สึกแบบ 2 กลุ่มด้วยข้อมูลขนาดเล็ก 

พารามิเตอร์ ความหมาย ค่าโดยทั่วไป
ที่เหมาะสม 

ค่าท่ีใช้ 

n_estimators 

จ านวนต้นไม้ในป่า (Forest) ค่านี้สูงขึ้นอาจ
ช่วยเพิ่มความแม่นย าของโมเดล แต่ก็ท าให้
เวลาการฝึกอบรมและความต้องการ
หน่วยความจ าเพิ่มขึ้นเช่นกัน 

100-200 100 

max_depth 
ความลึกสูงสุดของแต่ละต้นไม้ การจ ากัดความ
ลึกของต้นไม้สามารถช่วยป้องกันปัญหา 
Overfitting 

3-10 3 

min_samples_split 
จ านวนเอกสารขั้นต่ าที่จ าเป็นส าหรับการแยก
โหนด (Node) การเ พ่ิมค่านี้สามารถช่วย
ป้องกันการฝึกต้นไม้ที่ซับซ้อนเกินไป 

2-10 2 

min_samples_leaf 
จ านวนตัวอย่างขั้นต่ าที่จ าเป็นใน Leaf Node 
การเพ่ิมค่านี้สามารถช่วยให้โมเดลมีความ
ทนทานมากขึ้นและลดการ overfitting 

1-6 2 
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max_features 
จ านวนคุณลักษณะสูงสุดที่จะพิจารณาเมื่อแยก
ที่แต่ละโหนด ค่านี้สามารถส่งผลต่อความ
แม่นย าและความเร็วในการฝึกอบรมของโมเดล 

sqrt(จ านวน
คุณลักษณะ) 

sqrt(108) 
≈ 10 

bootstrap 
การใช้ Bootstrap Bamples ในการฝึกต้นไม้ 
โดยปกติแล้วค่านี้จะเป็น “True” ซึ่งหมายถึง
การใช้การสุ่มตัวอย่างเพ่ือฝึกต้นไม้แต่ละต้น 

“True” “True” 

 

การปรับพารามิเตอร์เหล่านี้ต้องอาศัยการทดลองและการประเมินผลเพ่ือ
หาค่าที่เหมาะสมส าหรับชุดข้อมูลและงานวิเคราะห์ความรู้สึกเฉพาะของคุณ เครื่องมืออย่าง 
GridSearchCV หรือ RandomizedSearchCV ในไลบรารี Scikit-learn สามารถช่วยให้ค้นหา
ค่าพารามิเตอร์ที่ดีที่สุดได้โดยอัตโนมัติ 

หาก max_depth ตั้งไว้สูงเกินไป โมเดลอาจเรียนรู้รายละเอียดและความ
ผิดปกติในข้อมูลการฝึกอบรมจนเกินไป ซึ่งอาจน าไปสู่ปัญหาการท านายข้อมูลใหม่ที่ไม่แม่นย า ในทาง
กลับกัน ถ้า max_depth ตั้งไว้ต่ าเกินไป โมเดลอาจไม่สามารถเรียนรู้ความซับซ้อนของข้อมูลได้
เพียงพอน าไปสู่ปัญหา underfitting โดยทั่วไปจึงตั้งค่านี้ระหว่าง  3-10 ในกรณีที่ข้อมูลมีขนาดเล็ก 

ค่า min_samples_split ส าหรับข้อมูลขนาดเล็ก ที่แนะน าอาจอยู่
ระหว่าง 2 ถึง 10 ค่านี้ไม่ควรสูงเกินไปเพราะอาจป้องกันไม่ให้ต้นไม้เติบโตได้เพียงพอที่จะตรวจจับ
ความซับซ้อนของข้อมูล 

ค่า min_samples_leaf ที่เหมาะสมส าหรับ RF เพ่ือการวิเคราะห์
ความรู้สึกแบบ 2 กลุ่ม ด้วยข้อมูลขนาดเล็ก ที่แนะน าอาจอยู่ในช่วง 1 ถึง 6 การตั้งค่านี้เพ่ิมขึ้นอาจ
ช่วยให้ต้นไม้มีความทนทานต่อการ overfitting โดยการป้องกันไม่ให้มีการเรียนรู้ข้อมูลฝึกอบรม
เฉพาะเจาะจงเกินไป 

การเลือกค่า max_features ส าหรับข้อมูลขนาดเล็ก มักอยู่ที่  sqrt 
(จ านวนคุณลักษณะทั้งหมด) เป็นจุดตั้งต้น อย่างไรก็ตาม หากข้อมูลมีขนาดเล็กมากอาจพิจารณา
ทดลองด้วยค่าต่ ากว่า sqrt (จ านวนคุณลักษณะ) เพ่ือลดความซับซ้อนของแต่ละต้นไม้ การตั้ง
ค่าพารามิเตอร์นี้อย่างเหมาะสมสามารถช่วยปรับปรุงประสิทธิภาพของโมเดลและป้องกันการ 
overfitting โดยเฉพาะอย่างยิ่งในข้อมูลขนาดเล็ก 

 

4) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM)  
 

SVM เป็นอัลกอริธึมการเรียนรู้ของเครื่องที่มีประสิทธิภาพสูงและเหมาะ
ส าหรับงานการจ าแนกประเภท, รวมถึงการวิเคราะห์ความรู้สึกแบบ 2 กลุ่ม (บวกและลบ) แม้ว่า 
SVM จะสามารถท างานได้ดีกับชุดข้อมูลที่มีขนาดใหญ่ แต่ก็สามารถท างานกับชุดข้อมูลขนาดเล็ก
เนื่องจากความสามารถในการหา Hyperplane ที่ดีที่สุดเพ่ือแยกข้อมูลในคลาสต่างๆ การเลือกเคอร์
เนล (Kernel) ที่เหมาะสม (เช่น linear, polynomial, RBF) มีความส าคัญต่อประสิทธิภาพของ
โมเดล SVM ในการจ าแนกความรู้สึก เคอร์เนลแบบ Linear อาจเหมาะส าหรับชุดข้อมูลที่ 
ความซับซ้อนต่ าและข้อมูลที่เป็นข้อความ ดังนั้นในการศึกษานี้จึงเลือกใช้เคอร์เนลแบบ Linear 
พารามิเตอร์ที่ส าคัญของ SVM ที่จะช่วยให้ได้โมเดลที่มีประสิทธิภาพได้แก่ 
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เคอร์เนล RBF เป็นตัวเลือกที่นิยมส าหรับหลายๆ ปัญหาการจ าแนก
ประเภทเนื่องจากความสามารถในการจับความสัมพันธ์ไม่เชิงเส้นในข้อมูล อย่างไรก็ตาม เคอร์เนล 
Linear อาจเป็นตัวเลือกที่ดีส าหรับชุดข้อมูลขนาดเล็กที่ความซับซ้อนไม่สูงมาก 

 

พารามิเตอร์ C (Regularization parameter) การเริ่มต้นด้วยค่า C ที่ต่ า 
(เช่น, 0.01, 0.1) สามารถช่วยให้เข้าใจว่าโมเดลที่ได้มีการ overfit หรือ underfit หรือไม่ เมื่อ C ต่ า 
โมเดลจะ Penalize ต่อการจ าแนกที่ผิดพลาดน้อยลง ท าให้โมเดลมีความเรียบง่ายมากขึ้นและมี
โอกาส underfit มากกว่า อย่างไรก็ตามการเพ่ิมค่า C ควรท าอย่างค่อยเป็นค่อยไป (เช่น, 1, 10, 
100) และสังเกตการเปลี่ยนแปลงของประสิทธิภาพโมเดล ค่า C ที่สูงขึ้นจะให้ความส าคัญกับการ
จ าแนกข้อมูลฝึกอบรมอย่างถูกต้องมากขึ้น แต่ก็อาจน าไปสู่การ overfitting โดยทั่วไป ค่าเริ่มต้นที่
เป็นที่นิยมส าหรับค่า C ที่มักถูกใช้เป็นจุดเริ่มต้นในการทดลองคือ 1.0 เนื่องจากให้การ trade-off 
ระหว่างความแม่นย าของการจ าแนกและความเรียบง่ายของโมเดลที่สมดุล 

 

ค่า Gamma ในโมเดล SVM มีบทบาทส าคัญในการก าหนดขอบเขตของ
การตัดสินใจ โดยค่า gamma ที่สูงจะท าให้ “ขอบเขต” ของการตัดสินใจมีความแคบ ซึ่งอาจน าไปสู่
การ overfitting ขณะที่ค่า Gamma ที่ต่ าจะท าให้  “ขอบเขต” ของการตัดสินใจกว้างขึ้น ซึ่งอาจ
น าไปสู่การ underfitting ค่าเริ่มต้นที่บางครั้งถูกใช้คือ 1/(จ านวนคุณลักษณะในข้อมูล) ซึ่งเป็น
จุดเริ่มต้นที่ดีส าหรับการทดลอง 

 

         ตารางที่ 3.17 พารามิเตอร์หลักในโมเดล SVM ที่ต้องการพิจารณาส าหรับการสร้างโมเดลเพ่ือ
การวิเคราะห์ความรู้สึกแบบ 2 กลุ่มด้วยข้อมูลขนาดเล็ก 

พารามิเตอร์ ความส าคัญ 
ค่า

โดยทั่วไปที่
เหมาะสม 

ค่าท่ีใช้ 

Kernel 

เคอร์เนลท าหน้าที่เปลี่ยนพ้ืนที่คุณลักษณะ 
(feature space) เดิมไปสู่พ้ืนที่คุณลักษณะ
ใหม่ที่การจ าแนกประเภทอาจท าได้ง่ายขึ้นหรือ
มีประสิทธิภาพดีกว่า เคอร์เนลช่วยให้ SVM 
สามารถแยกข้อมูลที่ไม่สามารถแยกได้โดย
เส้นตรงในพ้ืนที่คุณลักษณะเดิมได้ ซึ่งเป็นการ
ขยายความสามารถของ SVM อย่างมาก 

Linear 
หรือ RBF 

RBF 

C (Regularization 
parameter) 

เป็นค่าที่มีบทบาทส าคัญในการควบคุม trade-
off ระหว่างการสร้างแบบจ าลองที่เรียบง่าย 
(และทั่วไปได้ดีกับข้อมูลที่ไม่เคยเห็นมาก่อน) 
และการให้ความส าคัญกับการจ าแนกข้อมูล
ฝึกอบรมอย่างถูกต้องมากที่สุด 

- 1.0 
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Gamma () 
เป็นค่าที่มีบทบาทส าคัญในการก าหนด
ขอบเขตของการตัดสินใจ 

1/(จ านวน
คุณลักษณะ
ในข้อมูล) 

1/108 = 
0.0092593 

 

3.6 การวัดประสิทธิภาพของตัวจัดกลุ่มเอกสาร (Model Evaluation) 

การวั ดประสิ ทธิ ภ าพของตั วจั ดกลุ่ ม เอกสาร  ประเมินการวิ เ คราะห์ ความรู้ สึ ก 
ในแบบ 2 ขั้ว คือ ขั้วบวก (Positive) และขั้วลบ (Negative) ประเมินโมเดลเพ่ือใช้ในการจัดกลุ่ม
เอกสารก่อนการน าไปใช้งานจริงที่โดยทั่วไป จะใช้เทคนิคมาตรฐานที่นิยมใช้กันอย่างแพร่หลาย ที่
เรียกว่าการวัด ค่าความถูกต้อง (Accuracy) ค่าความระลึก (𝑅𝑒𝑐𝑎𝑙𝑙) การวัดค่าความแม่นย า 
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) และการวัดค่า 𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 สมมุติว่าข้อมูลชุดทดสอบมีเอกสารทั้งสิ้น 200 เอกสาร โดย
มีผลการท านายกลุ่มของข้อมูลดังที่แสดงในรูปที่ 3.7 

 

  Predicted results 

  Yes no 

Actual results 
yes 𝒕𝒑  𝟏𝟐𝟎 𝒇𝒏  𝟏𝟎 

no 𝒇𝒑  𝟐𝟎 𝒕𝒏  𝟓𝟎 

รูปที่ 3.7 ตัวอย่างผลการท านายกลุ่มของข้อมูลชุดทดสอบที่แสดงด้วย Confusion Matrix 

จากตัวอย่างผลการท านายกลุ่มของข้อมูลชุดทดสอบที่แสดงด้วย Confusion Matrix  
จะสามารถยกตัวอย่างการค านวณได้ดังต่อไปนี้ 

3.6.1 การวัดค่าความถูกต้อง (𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚) 

สมมุติ ให้  ชุดทดสอบมีเอกสารทั้งหมดจ านวน 200 เอกสาร จากตาราง 
Confusion Matrix ที่แสดงดังรูปที่ 3.8 สามารถค านวณได้จากสมการที่  

𝐴𝑐𝑐  
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝐹𝑃  𝑇𝑁  𝐹𝑁
 

 

𝐴𝑐𝑐  
120  50

120  20  50  10
 

 
𝐴𝑐𝑐  0 85 

จากตัวอย่างการค านวณจะพบว่า ค่าความถูกต้องอยู่ที่ 0.85 หมายความว่า
ประสิทธิภาพโดยรวมของโมเดลเพ่ือการจ าแนกเอกสารท านายชุดทดสอบได้ถูกต้องอยู่ที่ร้อยละ 85 
ของข้อมูลชุดทดสอบท้ังหมด 
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3.6.2 การวัดค่าความระลึก (𝑹𝒆𝒄𝒂𝒍𝒍)  

สมมุติให้ แต่ละคลาสมีเอกสารจ านวน 100 เอกสาร ซึ่งรวมทั้งสิ้น 200 เอกสาร และใน
การจ าแนกเอกสารอัตโนมัติท านายได้ถูกต้องตามความจริ ง  (𝑡𝑝) และท านายผิด (𝑓𝑛)  
จะสามารถค านวณได้จากสมการที่ 5 ดังต่อไปนี้ 

𝑅𝑒𝑐𝑎𝑙𝑙  
𝑡𝑝

𝑡𝑝  𝑓𝑛
 

 

𝑅𝑒𝑐𝑎𝑙𝑙  
120

120  10
 

 
𝑅𝑒𝑐𝑎𝑙𝑙  0 9230 

 

จากตัวอย่างการค านวณจะพบว่า ค่าความระลึกอยู่ที่ 0.9230 หมายความว่า เอกสารที่
ควรอยู่ในคลาส yes จริงๆ นั้น โมเดลเพ่ือการจ าแนกเอกสารสามารถท านายว่าอยู่ในคลาส yes ได้
ถูกต้องและตรงกับความเป็นจริงอยู่ที่ร้อยละ 92.30 ซึ่งแสดงว่าโมเดลในการจ าแนกเอกสารนั้นมี
ประสิทธิภาพ 

 

 3.6.3 การวัดค่าความแม่นย า (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) 

สมมุติให้ แต่ละคลาสมีเอกสารจ านวน 100 เอกสาร ซึ่งรวมทั้งสิ้น 200 เอกสาร และ
ในการจ าแนกเอกสารอัตโนมัติท านายได้ถูกต้องตามความจริง (𝑡𝑝)  และท านายผิด (𝑓𝑝) จะสามารถ
ค านวณได้จากสมการที่ 6 ดังต่อไปนี้ 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
𝑡𝑝

𝑡𝑝  𝑓𝑝
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  

120

120  20
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  0 8571 

จากตัวอย่างการค านวณจะพบว่า ค่าความแม่นย าอยู่ที่ 0.8571 หมายความว่า 
โมเดลจ าแนกเอกสารสามารถท านายกลุ่มเป็นคลาส yes มีความถูกต้องอยู่ที่ร้อยละ 85.71  
แสดงว่าโมเดลดังกล่าวให้ความแม่นย าในการจ าแนกข้อมูลในคลาส yes สูง 

3.6.4 การวัดค่า 𝑭-𝒎𝒆𝒂𝒔𝒖𝒓𝒆 

ค่า 𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 คือ ผลเฉลี่ยระหว่างค่าความแม่นย าและค่าความระลึกสามารถ
ค านวณได้จาก ดังต่อไปนี้ 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
0 8571  0 9230

0 8571  0 9230
 



 

 

  62 

 
𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  0 888 

 

จากตัวอย่างการค านวณจะพบว่า ค่า  𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 อยู่ที่ 0.888 หมายความว่า
โมเดลจ าในการจ าแนกเอกสารให้ผลการท านายที่ตรงกับความเป็นจริงอยู่ที่ร้อยละ 88.88 แสดงว่า
โมเดลในการจ าแนกเอกสารมีประสิทธิภาพและมีความถูกต้องมาก 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
 

 

บทที่ 4  
ผลการทดลอง 

 ในบทนี้จะแสดงผลการทดสอบการจ าแนกความรู้สึกระดับประโยคส าหรับความ
คิดเห็นของนักเรียนมัธยมศึกษาตอนต้น 

4.1 ข้อมูลที่ใช้ในการทดสอบ 

ส าหรับข้อมูลความคิดเห็นในชุดที่ 3 จะถูกใช้เป็นชุดข้อมูลทดสอบ เป็นความคิดเห็นของ
นักเรียนทั้งสิ้น 200 ความคิดเห็น โดย “กลุ่มค า” ที่ไม่แสดงหรือเกี่ยวข้องกับ Aspect เช่น ค าเชื่อม 
ค าสันธาน จะถูกตัดออกไปในขั้นตอนที่ผู้เชี่ยวชาญคัดแยกประโยคและระบุขั้วความรู้สึกของประโยค 
เช่น ประโยค “คุณครูน่ารัก เนื้อหาสนุก แต่ห้องเรียนร้อน” ค าว่า “แต”่ จะถูกตัดออกไป 

ตารางที่ 4.1 ตัวอย่างข้อมูลชุดทดสอบ 

ID ความคิดเห็นจากนักเรียน Aspect ประโยคของแต่ละ Aspect 
ขั้ว

ความรูส้ึก 
1 คุณครูนา่รักและสอนดีมาก 

เนื้อหาในบทเรียนค่อนข้างยาก 
ห้องเรียนร้อน 

คร ู คุณครูนา่รักและสอนดีมาก Positive 

บทเรียน เนื้อหาในบทเรียนค่อนข้างยาก Negative 

สภาพแวดล้อม ห้องเรียนร้อน Negative 

2 คุณครูนา่รัก เนื้อหาสนุก แต่
ห้องเรียนร้อน 

คร ู คุณครูนา่รัก Positive 

บทเรียน เนื้อหาสนุก Positive 

สภาพแวดล้อม ห้องเรียนร้อน Negative 

3 ครูดุมาก เนื้อหายาก  คร ู ครูดุมาก Negative 

บทเรียน เนื้อหายาก Negative 

สภาพแวดล้อม - - 

ตารางที่ 4.2 จ านวนประโยคในการทดสอบ 

Aspect จ านวนประโยค 

คร ู 200 
บทเรียน 103 
สภาพแวดล้อม 98 
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จากตารางที่ 4.2 สามารถน ามาสร้างตาราง confusion matrix ในแต่ละ Aspect ได้ดัง
ตารางที ่4.3 

ตารางที่ 4.3 ตาราง Confusion Matrix ส าหรับ Aspect ครู  

 Predicted 
Positive 

Predicted 
Negative 

Actual Positive       TN (87) FP (13) 
Actual Negative       FN (15) TP (85) 

 

การวัดค่าความถูกต้อง (𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚) 
 

𝐴𝑐𝑐  
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝐹𝑃  𝑇𝑁  𝐹𝑁
 

 

𝐴𝑐𝑐  
     

           
 

 
𝐴𝑐𝑐       
 

  ดังนั้นค่า Accuracy คือ 0.86 หรือ 86% 
 

การวัดค่าความระลึก (𝑹𝒆𝒄𝒂𝒍𝒍) 
𝑅𝑒𝑐𝑎𝑙𝑙  

𝑡𝑝

𝑡𝑝  𝑓𝑛
 

 

𝑅𝑒𝑐𝑎𝑙𝑙  
  

     
 

 
𝑅𝑒𝑐𝑎𝑙𝑙       

 
  ดังนั้น ค่า Recall คือ 0.85 หรือ 85% 

การวัดค่าความแม่นย า (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
𝑡𝑝

𝑡𝑝  𝑓𝑝
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  

  

     
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛         

   
ดังนั้นค่า Precision คือ 0.8673 หรือ 86.73% 
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การวัดค่า 𝑭-𝒎𝒆𝒂𝒔𝒖𝒓𝒆 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
           

           
 

 
𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒         

ดังนั้นค่า F-measure (F1 score) คือ 0.8586 หรือ 85.86% 

ตารางที่ 4.4 ตาราง Confusion Matrix ส าหรับ Aspect บทเรียน 

 Predicted 
Positive 

Predicted 
Negative 

Actual Positive       TN (44) FP (8) 
Actual Negative       FN (10) TP (41) 

 

การวัดค่าความถูกต้อง (𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚) 
 

𝐴𝑐𝑐  
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝐹𝑃  𝑇𝑁  𝐹𝑁
 

 

𝐴𝑐𝑐  
     

          
 

 
𝐴𝑐𝑐        
 

  ดังนั้นค่า Accuracy คือ 0.825 หรือ 82.5% 
 

การวัดค่าความระลึก (𝑹𝒆𝒄𝒂𝒍𝒍) 

𝑅𝑒𝑐𝑎𝑙𝑙  
𝑡𝑝

𝑡𝑝  𝑓𝑛
 

 

𝑅𝑒𝑐𝑎𝑙𝑙  
  

     
 

 
𝑅𝑒𝑐𝑎𝑙𝑙        

 
  ดังนั้น ค่า Recall คือ 0.804 หรือ 80.4% 
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การวัดค่าความแม่นย า (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
𝑡𝑝

𝑡𝑝  𝑓𝑝
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  

  

    
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛        

 
  ดังนั้นค่า Precision คือ 0.837 หรือ 83.7% 

การวัดค่า 𝑭-𝒎𝒆𝒂𝒔𝒖𝒓𝒆 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
           

           
 

 
𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒        

 
ดังนั้นค่า F1-measure คือ 0.818 หรือ 81.8% 

ตารางที่ 4.5 ตาราง Confusion Matrix ส าหรับ Aspect สภาพแวดล้อม 

 Predicted 
Positive 

Predicted 
Negative 

Actual Positive       TN (44) FP (8) 
Actual Negative       FN (11) TP (35) 

 

การวัดค่าความถูกต้อง (𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚) 
 

𝐴𝑐𝑐  
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝐹𝑃  𝑇𝑁  𝐹𝑁
 

 

𝐴𝑐𝑐  
     

          
 

 
𝐴𝑐𝑐         
 

  ดังนั้นค่า Accuracy คือ 0.8061 หรือ 80.61% 
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การวัดค่าความระลึก (𝑹𝒆𝒄𝒂𝒍𝒍) 

𝑅𝑒𝑐𝑎𝑙𝑙  
𝑡𝑝

𝑡𝑝  𝑓𝑛
 

 

𝑅𝑒𝑐𝑎𝑙𝑙  
  

    
 

 
𝑅𝑒𝑐𝑎𝑙𝑙         

 
  ดังนั้น ค่า Recall คือ 0.8462 หรือ 84.62% 

การวัดค่าความแม่นย า (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  
𝑡𝑝

𝑡𝑝  𝑓𝑝
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  

  

     
 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛      

 
  ดังนั้นค่า Precision คือ 0.8 หรือ 80% 

การวัดค่า 𝑭-𝒎𝒆𝒂𝒔𝒖𝒓𝒆 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒  2  
          

          
 

 
𝐹  𝑚𝑒𝑎𝑠𝑢𝑟𝑒         

 
ดังนั้นค่า F1-measure คือ 0.8214หรือ 82.14% 

4.2 ผลการประเมินการจัดกลุ่มประโยคที่สอดคล้องกับ Aspect ด้วย Similarity Analysis 

จากคลังค าของแต่ละ Aspect ที่ได้จากชุดข้อมูลที่ 1 จะถูกใช้เป็น ค าขอ (Query) เพ่ือใช้ใน 
การวิ เคราะห์ เ พ่ือจัดกลุ่มประโยคที่สอดคล้องกับ Aspect แต่ละตัวมากที่สุด ซึ่ งภายหลัง 
จากการประเมินด้วย Recall, Precision, F1 และ Accuracy ได้ผลการทดลองดังนี้ 
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ตารางที่ 4.6 ผลการจัดกลุ่มประโยคที่สอดคล้องกับ Aspect ต่างๆ ด้วย Similarity Analysis 

Aspect Recall Precision F1 Accuracy 
คร ู 0.85 0.87 0.86 0.86 
บทเรียน 0.80 0.83 0.82 0.83 
สภาพแวดล้อม 0.85 0.80 0.82 0.81 

ตารางที่ 4.6 แสดงให้เห็นว่าคลังค าของแต่ละ Aspect ที่ประสิทธิภาพในการจ าแนกประโยค
ที่สอดคคล้องกับแต่ละ Aspect ได้อย่างน่าพอใจ อย่างไรก็ตามความผิดพลาดที่เกิดขึ้นอาจจะเนื่อง
มากจากบางประโยคยากต่อการพิจารณาเพราะเป็นประโยคที่สอดคล้องกับ Aspect มากกว่า 
1 Aspect เช่น “เวลาครูสอนอยู่ในห้องเรียนที่อากาศอบอ้าวจะดุมาก” หรือ บางประโยคเป็นประโยค
ที่ชัดเจนเนื่องจากการเขียนของนักเรียนบางคนจะเป็นเว้นวรรคไม่เป็นประโยค เช่น “ครู ก็ดี” 
เนื่องจากว่า ในการศึกษานี้ใช้ white space ในการแยกประโยค ดังนั้นก็จะตัดประโยคได้เป็น “ครู” 
และ “ก็ด”ี ซึ่งหากต้องการให้เกิดความถูกต้องมากขึ้นอาจจะต้องพิจารณาโครงสร้างและขอบเขตของ
ประโยค 

4.3 ผลการประเมินโมเดลการจ้าแนกความรู้สึกส้าหรับความคิดเห็นของนักเรียนของแต่ละ
อัลกอริทึมด้วย 10-fold cross validation 

4.3.1 K-nearest Neighbor 

ผลการทดลองเมื่อ K=3, K= 5 และ K=7 สามารถแสดงได้ดังตารางที่ 4.7 

ตารางที่ 4.7 ผลการประเมินโมเดลการจ าแนกความรู้สึกส าหรับความคิดเห็นของนักเรียนด้วย KNN 
โดย K=3, K= 5 และ K=7 

K value Iteration 
Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm) 

Acc. Recall Prec. F1 Acc. Recall Prec. F1 

K=3 
 

1 0.5765 0.4565 0.7805 0.5761 0.6526 0.5685 0.7658 0.6526 
2 0.5490 0.4286 0.7625 0.5487 0.6775 0.6201 0.7465 0.6775 
3 0.6045 0.5011 0.7600 0.6040 0.6598 0.6232 0.7011 0.6598 
4 0.6210 0.5234 0.7600 0.6200 0.6566 0.6587 0.6545 0.6566 
5 0.6949 0.6501 0.7465 0.6949 0.6982 0.6857 0.7111 0.6982 
6 0.6611 0.6698 0.6505 0.6600 0.7085 0.6953 0.7222 0.7085 
7 0.6938 0.6812 0.7056 0.6932 0.7074 0.6778 0.7396 0.7074 
8 0.6635 0.6122 0.7236 0.6633 0.7093 0.6989 0.7201 0.7093 
9 0.6320 0.5423 0.7564 0.6317 0.6994 0.7001 0.6987 0.6994 
10 0.6260 0.5306 0.7628 0.6259 0.7038 0.7121 0.6956 0.7038 
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ตารางที่ 4.7 (ต่อ) 

K value Iteration 
Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm) 

Acc. Recall Prec. F1 Acc. Recall Prec. F1 

K=5 

1 0.6778 0.4694 0.8846 0.6133 0.7667 0.7667 0.7798 0.7705 
2 0.6667 0.4286 0.9130 0.5833 0.8222 0.8222 0.8324 0.8219 
3 0.7333 0.5714 0.9032 0.7000 0.7667 0.7667 0.7846 0.7720 
4 0.7000 0.5510 0.8438 0.6667 0.7778 0.7778 0.7955 0.7841 
5 0.8111 0.7551 0.8850 0.8132 0.7556 0.7556 0.8018 0.7600 
6 0.7778 0.7143 0.5837 0.7778 0.7333 0.7333 0.7560 0.7313 
7 0.7444 0.5510 0.9643 0.7013 0.6778 0.6778 0.7396 0.6810 
8 0.7333 0.6122 0.8571 0.7143 0.7889 0.7889 0.8190 0.7902 
9 0.6667 0.4490 0.8800 0.5946 0.7778 0.7778 0.8156 0.7858 
10 0.6854 0.5306 0.8387 0.6500 0.8090 0.8090 0.8155 0.7950 

K=7 

1 0.5765 0.4565 0.7805 0.5761 0.6526 0.5685 0.7658 0.6526 
2 0.5490 0.4286 0.7625 0.5487 0.6775 0.6201 0.7465 0.6775 
3 0.6045 0.5011 0.7600 0.6040 0.6598 0.6232 0.7011 0.6598 
4 0.6210 0.5234 0.7600 0.6200 0.6566 0.6587 0.6545 0.6566 
5 0.6949 0.6501 0.7465 0.6949 0.6982 0.6857 0.7111 0.6982 
6 0.6611 0.6698 0.6505 0.6600 0.7085 0.6953 0.7222 0.7085 
7 0.6938 0.6812 0.7056 0.6932 0.7074 0.6778 0.7396 0.7074 
8 0.6635 0.6122 0.7236 0.6633 0.7093 0.6989 0.7201 0.7093 
9 0.6320 0.5423 0.7564 0.6317 0.6994 0.7001 0.6987 0.6994 
10 0.6260 0.5306 0.7628 0.6259 0.7038 0.7121 0.6956 0.7038 

KNN ในชุดข้อมูลขนาดเล็กอาจให้ผลลัพธ์ที่แตกต่างกันเมื่อปรับค่า K ซึ่งเป็นพารามิเตอร์ที่
ก าหนดจ านวนเพ่ือนบ้านที่ใกล้ที่สุดที่จะพิจารณาส าหรับการตัดสินใจจ าแนกประเภท การที่ K=5 ให้
ผลลัพธ์ที่ดีกว่า K=3 หรือ K=7 ในบางชุดข้อมูลขนาดเล็กอาจเกิดจากหลายปัจจัย: 

การลดผลกระทบของ “Nosie”: ในชุดข้อมูลขนาดเล็กที่มีความแปรปรวนสูงหรือ “Nosie” 
การเลือกค่า K ที่เหมาะสมเป็นสิ่งส าคัญเพ่ือหลีกเลี่ยงการถูกอิทธิพลจากข้อมูลที่เป็นผิดปกติ 
(outliers) หรือข้อมูลที่ไม่เกี่ยวข้อง การใช้ K=5 อาจช่วยให้ระบบมีความทนทานต่อ “Nosie” 
มากกว่า K=3 ซึ่งอาจท าให้ระบบไวต่อการถูกอิทธิพลจากข้อมูลเหล่านั้นได้ง่ายกว่า 

การสมดุลระหว่างความแม่นย าและความทั่วไป: การเลือก K ที่เหมาะสมช่วยให้ระบบ
สามารถสมดุลระหว่างความแม่นย า (สามารถจ าแนกข้อมูลได้ดีในชุดฝึกหัด) กับความทั่วไป  
(สามารถจ าแนกข้อมูลใหม่ที่ไม่เคยเห็นมาก่อนได้ดี) K=5 อาจเป็นค่าที่ช่วยให้ระบบมีความสมดุลนี้ได้
ดีกว่า K=3 หรือ K=7 โดยเฉพาะอย่างยิ่งในชุดข้อมูลที่มีขนาดเล็กและความหลากหลายของข้อมูล
จ ากัด 
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การหลีกเลี่ยงการให้น  าหนักมากเกินไปต่อข้อมูลจ านวนน้อย: การใช้ค่า K ที่มากเกินไปใน
ชุดข้อมูลขนาดเล็กอาจท าให้ระบบให้น้ าหนักมากเกินไปต่อข้อมูลจ านวนน้อย ซึ่งอาจน าไปสู่การ
ตัดสินใจที่ไม่แม่นย า ในทางตรงกันข้าม ค่า K ที่น้อยเกินไปอาจท าให้ระบบไวต่อข้อมูลผิดปกติ  
การเลือก K=5 อาจช่วยลดปัญหาเหล่านี้ได้ 

การตัดสินใจที่ครอบคลุมมากขึ น: การเลือก K=5 สามารถให้มุมมองที่ครอบคลุมมากขึ้น
เกี่ยวกับข้อมูลที่ใกล้เคียง ช่วยให้การตัดสินใจจ าแนกประเภทมีความน่าเชื่อถือมากขึ้นในบา ง
สถานการณ์ โดยไม่ต้องพ่ึงพาข้อมูลจ านวนน้อยจนเกินไปที่อาจไม่เป็นตัวแทนของประเภทที่แท้จริง 

       4.3.2 Multinomial Naïve Bayes 
 ผลการทดลองสามารถแสดงได้ดังตารางที่ 4.8 
 

ตารางที่ 4.8 ผลการประเมินโมเดลการจ าแนกความรู้สึกส าหรับความคิดเห็นของนักเรียนด้วย 
Multinomial Naïve Bayes 

Algorithm Iteration 
Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm) 

Acc. Recall Prec. F1 Acc. Recall Prec. F1 

MNB 
 

1 0.7222 0.5306 0.9286 0.6753 0.6444 0.6444 0.7528 0.6475 
2 0.6444 0.5306 0.7429 0.6190 0.6222 0.6222 0.6587 0.6269 
3 0.6556 0.5102 0.7812 0.6173 0.6333 0.6333 0.7299 0.6467 
4 0.7111 0.6327 0.7949 0.7045 0.6556 0.6556 0.7493 0.6598 
5 0.7000 0.5102 0.8929 0.6494 0.5778 0.5778 0.6820 0.5884 
6 0.7222 0.6531 0.8000 0.7191 0.7111 0.7111 0.8100 0.7258 
7 0.7444 0.6918 0.9362 0.7260 0.6333 0.6333 0.7090 0.6490 
8 0.7111 0.6122 0.8108 0.6977 0.5444 0.5444 0.6911 0.5602 
9 0.6778 0.5714 0.7778 0.6588 0.6556 0.6556 0.7732 0.6704 
10 0.7303 0.6327 0.8378 0.7209 0.6517 0.6517 0.7610 0.6665 

4.3.3 Support Vector Machine 
ผลการทดลองสามารถแสดงได้ดังตารางที่ 4.9 

ตารางที่ 4.9 ผลการประเมินโมเดลการจ าแนกความรู้สึกส าหรับความคิดเห็นของนักเรียนด้วย  
Support Vector Machine 

Algorithm Iteration 
Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm) 

Acc. Recall Prec. F1 Acc. Recall Prec. F1 

SVM 

1 0.8444 0.8163 0.8889 0.8511 0.8111 0.8111 0.8098 0.8103 
2 0.8000 0.7143 0.8974 0.7955 0.8333 0.8333 0.8556 0.8382 
3 0.8222 0.8367 0.8367 0.8367 0.8111 0.8111 0.8069 0.8073 
4 0.8222 0.7347 0.9231 0.8182 0.8333 0.8333 0.8539 0.8378 
5 0.8667 0.8163 0.9302 0.8696 0.7889 0.7889 0.8042 0.7927 
6 0.8111 0.8163 0.8333 0.8247 0.8000 0.8000 0.7976 0.7959 
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ตารางที่ 4.9 (ต่อ) 

 

7 0.8889 0.8987 0.9349 0.8958 0.7222 0.7222 0.7503 0.7276 
8 0.8444 0.8980 0.8302 0.8627 0.8000 0.8000 0.7982 0.7920 
9 0.8111 0.7959 0.8478 0.8211 0.8222 0.8222 0.8337 0.8261 
10 0.7865 0.7347 0.8571 0.7912 0.7528 0.7528 0.7496 0.7484 

4.3.4 Random Forest 
 ผลการทดลองสามารถแสดงได้ดังตารางที่ 4.10 
 

ตารางที่ 4.10 ผลการประเมินโมเดลการจ าแนกความรู้สึกส าหรับความคิดเห็นของนักเรียนด้วย  
Random Forest 

Algorithm Iteration 
Aspect Analyzer (tf-idf) Aspect Analyzer (tf-igm) 

Acc. Recall Prec. F1 Acc. Recall Prec. F1 

RF 
 

1 0.9000 0.8871 0.9545 0.9032 0.8000 0.8000 0.7965 0.7960 
2 0.8111 0.6735 0.9706 0.7952 0.8556 0.8556 0.8606 0.8466 
3 0.8333 0.8367 0.8454 0.8454 0.8222 0.8222 0.8162 0.8135 
4 0.8000 0.8163 0.8163 0.8163 0.8222 0.8222 0.8183 0.8167 
5 0.8556 0.7959 0.8571 0.8571 0.8333 0.8333 0.8377 0.8233 
6 0.8556 0.8776 0.8687 0.8687 0.8444 0.8444 0.8456 0.8350 
7 0.7667 0.7511 0.7789 0.7789 0.7667 0.7667 0.7790 0.7672 
8 0.8889 0.8776 0.8985 0.8958 0.8444 0.8444 0.8453 0.8446 
9 0.8222 0.8163 0.8333 0.8333 0.8444 0.8444 0.8439 0.8419 
10 0.7978 0.7755 0.8085 0.8085 0.8202 0.8202 0.8354 0.8056 

4.4 ผลการประเมินโมเดลการจ้าแนกความรู้สึกระดับประโยคส้าหรับความคิดเห็นของนักเรียน 

ในการประเมินผลการจ าแนกความรู้สึกระดับประโยคส าหรับความคิดเห็นของนักเรียนด้วย
โมเดลเพื่อการวิเคราะห์ความรู้สึก จะประเมินด้วย Recall, Precision, F1 และ Accuracy โดยแต่ละ
อัลกอริทึมให้ผลดังแสดงในตารางที่ 4.11 

ตารางที่ 4.11 ผลประเมินผลการจ าแนกความรู้สึกระดับประโยคส าหรับความคิดเห็นของนักเรียนด้วย
โมเดลเพื่อการวิเคราะห์ความรู้สึก 

อัลกอริทึม Term 
Weighting 

Average 
Accuracy 

Average 
Recall 

Average 
Precision 

Average 
F1 

KNN tf-idf 0.7564 0.6959 0.8339 0.7565 
tf-igm 0.7374 0.5633 0.9286 0.6956 

MNB tf-idf 0.7119 0.5796 0.8436 0.6859 
tf-igm 0.7242 0.6061 0.8470 0.7043 
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SVM with RBF tf-idf 0.8431 0.8633 0.8590 0.8576 
tf-igm 0.8231 0.8082 0.8611 0.8328 

RF tf-idf 0.8503 0.8704 0.8906 0.8794 
tf-igm 0.8423 0.8563 0.8900 0.8720 

 

จากตารางที่ 4.11 จะเห็นว่าการจ าแนกความรู้สึกระดับประโยคส าหรับความคิดเห็นของ
นักเรียนด้วยโมเดลเพ่ือการวิเคราะห์ความรู้สึกที่สร้างจาก RF ให้ประสิทธิภาพที่ดีที่สุดในการจ าแนก
ความรู้สึกระดับประโยคส าหรับความคิดเห็น เนื่องจาก RF เป็นหนึ่งในอัลกอริทึมการเรียนรู้ของเครื่อง
ที่มีประสิทธิภาพสูงส าหรับงานการจ าแนกประเภทและการท านายค่าต่อเนื่อง และสามารถท างานได้ดี
กับชุดข้อมูลขนาดเล็ก โดยเฉพาะอย่างยิ่งในงานการวิเคราะห์ความรู้สึกจากข้อความ การที่ RF ให้
ประสิทธิภาพที่ดีอาจมีสาเหตุมาจากหลายปัจจัยเมื่อเปรียบเทียบกับ KNN, MNB และ SVM: 

1. การลด Variance และ Bias - Random Forest สร้างขึ้นจากต้นไม้การตัดสินใจ
หลายต้น (Decision Trees) ซึ่งท างานร่วมกันเพ่ือลด variance และเพ่ิมความแม่นย าของโมเดล
โดยรวม โดยแต่ละต้นไม้จะถูกฝึกอบรมด้วยชุดข้อมูลย่อยที่สุ่มขึ้น ท าให้ลดความเสี่ยงของการ 
overfitting ซึ่งเป็นปัญหาส าคัญในชุดข้อมูลขนาดเล็ก 
 

2. การจัดการคุณลักษณะที่ไม่เชิงเส้น - Random Forest สามารถจัดการกับ
ความสัมพันธ์ที่ไม่เชิงเส้นระหว่างคุณลักษณะและคลาสเป้าหมายได้ดี ท าให้มีประสิทธิภาพสูงใน 
การจ าแนกความรู้สึกจากข้อความที่อาจมีความซับซ้อนและไม่เชิงเส้น 

3. การจัดการกับข้อมูลที่หายไป - Random Forest สามารถจัดการกับข้อมูลที่หายไป
ได้โดยอัตโนมัติ ซึ่งช่วยให้สามารถใช้งานได้กับชุดข้อมูลที่ ไม่สมบูรณ์โดยไม่ต้องมีการจัดการข้อมูล
เพ่ิมเติม 

4. ความสามารถในการท านายที่แม่นย า - อัลกอริทึมอ่ืนๆ เช่น KNN อาจได้รับ
ผลกระทบจาก “ค าสั่งค านวณระยะห่าง” ในข้อมูลที่มีมิติสูง ส่วน Multinomial Naïve Bayes อาจ
ต้องเผชิญกับปัญหาความน่าจะเป็นที่เป็นอิสระระหว่างคุณลักษณะ (ซึ่งอาจไม่เป็นจริงในข้อความ) 
และ SVM อาจต้องการการปรับแต่งพารามิเตอร์อย่างละเอียดเพ่ือป้องกันการ overfitting 

5. ความสามารถในการจัดการกับคุณลักษณะจ านวนมาก - Random Forest มี
ประสิทธิภาพสูงในการจัดการกับชุดข้อมูลที่มีคุณลักษณะจ านวนมาก (เช่น ค าศัพท์ใน TF-IDF) โดยไม่
จ าเป็นต้องลดมิติของข้อมูล 
 

ดังนั้น ความสามารถของ RF ในการลดความเสี่ยงของการ overfitting จัดการกับ
ความสัมพันธ์ที่ไม่เชิงเส้น และการจัดการกับคุณลักษณะจ านวนมากท าให้เป็นทางเลือกที่ดีส าหรับ  
การวิเคราะห์ความรู้สึกจากข้อความ โดยเฉพาะอย่างยิ่งกับชุดข้อมูลขนาดเล็กที่อาจมีความซับซ้อน
และต้องการโมเดลที่ทนทานและมีประสิทธิภาพสูง 
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อย่างไรก็ตามจะเห็นว่า RF ที่ใช้ร่วมกับการให้น้ าหนักค าแบบ tf-idf ให้ประสิทธิภาพที่ดีกว่า 
RF ดีกว่า ที่ใช้ร่วมกับการให้น้ าหนักค าแบบ tf-igm นั่นคือ 

1. ความสามารถในการระบุค าที่ส าคัญ  - TF-IDF จะช่วยเน้นค าที่ปรากฏไม่บ่อย 
ในเอกสารทั้งหมดแต่มีความส าคัญในเอกสารบางเอกสาร ซึ่งเป็นคุณสมบัติส าคัญในการจ าแนก
ความรู้สึก เนื่องจากค าที่มีความส าคัญอาจมีบทบาทส าคัญในการก าหนดความรู้สึกหรือทัศนคติ 
ในขณะที่ TF-IGM โฟกัสที่การปรับน้ าหนักค าตามความสามารถในการจ าแนกประเภทเอกสารตาม
หมวดหมู่ ซึ่งอาจไม่เฉพาะเจาะจงพอส าหรับการระบุความรู้สึกหรือทัศนคติที่แสดงในข้อความ 

2. การแยกแยะข้อมูล - TF-IDF สามารถสร้างคุณสมบัติที่ช่วยให้โมเดลสามารถ
แยกแยะข้อความที่มีความรู้สึกหรือทัศนคติต่างกันได้ดีขึ้น เนื่องจากมันให้น้ าหนักกับค าที่มี
ความส าคัญในแง่ของการปรากฏไม่บ่อยแต่มีความส าคัญสูงในบางเอกสาร ในขณะที่ TF-IGM  
อาจไม่ให้น้ าหนักเพียงพอกับค าที่ปรากฏไม่บ่อยแต่มีความส าคัญในการแสดงความรู้สึกหรือทัศนคติใน
ข้อความ 

3. การปรับปรุงส าหรับความหลากหลายของเอกสาร - TF-IDF มีประสิทธิภาพสูงใน 
การปรับปรุงคุณสมบัติให้เหมาะสมกับชุดข้อมูลที่มีเอกสารหลากหลาย ในประเด็นนี้จึงให้น้ าหนักกับ
ค าท่ีช่วยในการจ าแนกเอกสารได้ดีกว่า TF-IGM 

ในส่วนของ SVM ที่ท างานร่วมกับเคอรเนล RBF สามารถให้ประสิทธิภาพในการจ าแนก
ความรู้สึกจากข้อความที่สร้างจากชุดข้อมูลขนาดเล็กได้ดีกว่า KNN และ MNB ด้วยเหตุผลหลายคือ 

1. ความสามารถในการจัดการกับความสัมพันธ์ไม่เชิงเส้น - เคอร์เนล RBF ช่วยให้ 
SVM สามารถจับความสัมพันธ์ไม่เชิงเส้นในข้อมูลได้ดี เคอร์เนลนี้ท าการแปลงข้อมูลไปยังพ้ืนที่
คุณลักษณะที่มีมิติสูงกว่า เพ่ือท าให้ข้อมูลที่ไม่สามารถแยกด้วยเส้นตรงในพ้ืนที่เดิมสามารถแยกจาก
กันได้ในพ้ืนที่คุณลักษณะใหม่ ในขณะที่ KNN จะขึ้นอยู่กับการค านวณระยะห่าง ซึ่งอาจไม่มี
ประสิทธิภาพในชุดข้อมูลที่มีความสัมพันธ์ไม่เชิงเส้น และมีประสิทธิภาพลดลงในชุดข้อมูลที่มีมิติสูง 
ส่วน Multinomial Naive Bayes มีสมมุติว่าคุณลักษณะเป็นอิสระต่อกัน ซึ่งอาจไม่เหมาะสมส าหรับ
ข้อมูลที่มีความสัมพันธ์ระหว่างค าหรือคุณลักษณะ 

2. การจัดการกับมิติของข้อมูล - SVM with RBF: สามารถจัดการได้ดีกับชุดข้อมูลที่มี
มิติสูง ท าให้เหมาะกับการวิเคราะห์ข้อความที่อาจถูกแปลงเป็นเวกเตอร์คุณลักษณะขนาดใหญ่ผ่านวิธี 
การแปลง เช่น TF-IDF ในขณะที่ KNN และ Multinomial Naive Bayes อาจประสบปัญหาใน 
การจัดการกับข้อมูลที่มีมิติสูง โดยเฉพาะ KNN ที่อาจต้องใช้เวลาและทรัพยากรคอมพิวเตอร์มากขึ้น
ในการค านวณระยะห่าง 

3. ความทนทานต่อ overfitting - SVM with RBF: ด้วยการปรับพารามิเตอร์เช่น  
C และ gamma อย่างเหมาะสม สามารถลดความเสี่ยงของการ overfitting ในชุดข้อมูลขนาดเล็กได้ 
ในขณะที่ KNN อาจเกิดการ overfitting ได้ง่าย โดยเฉพาะเมื่อเลือกค่า K ที่ไม่เหมาะสม ส่วน 
Multinomial Naive Bayes แม้ว่าจะมีความทนทานต่อการ overfitting ในบางสถานการณ์ แต่การ
ส ม มุ ติ ว่ า คุ ณ ลั ก ษ ณ ะ เ ป็ น อิ ส ร ะ ต่ อ กั น อ า จ ไ ม่ เ ห ม า ะ ส ม กั บ ข้ อ มู ล บ า ง ช นิ ด



 

 

 
 

 

บทที่ 5  
สรุปผล อภิปรายผล และข้อเสนอแนะ 

 

5.1 สรุปผลการศึกษา 

การวิจัยนี้เป็นการศึกษาการจ าแนกความรู้สึกระดับประโยคจากความคิดเห็นของนักเรียน
มัธยมศึกษาตอนต้น โดยมีวัตถุประสงค์หลักเพื่อพัฒนากระบวนการที่สามารถจ าแนกความรู้สึก
แบบ 2 ขั้ว คือ ขั้วบวกและขั้วลบ จากค าติชมหรือความคิดเห็นของนักเรียน งานวิจัยได้รวบรวม
ข้อมูลจากนักเรียน 600 คน จาก 3 โรงเรียนในจังหวัดร้อยเอ็ด ประกอบด้วยข้อมูล 3 ชุดจาก 10 
วิชาในภาคเรียนที่ 1 และ 2 ปีการศึกษา 2564 

ข้อมูลชุดที่ 1 จะถูกใช้ส าหรับสร้างคลังค าที่เกี่ยวข้องในแต่ละด้าน ( Aspect) ด้วย Skip 
gram ของ Word2Vec และคลังค าที่ได้นี้จะถูกใช้เป็น features ในการสร้างโมเดลเพื่อการ
จ าแนกความรู ้สึกระดับประโยคจากความคิดเห็น และใช้เป็นค าขอ ( Query) ในการจ าแนก
ประโยคในความคิดเห็นไปยังคลัสเตอร์ของแต่ละ Aspect โดยได้ค าที่เกี่ยวข้องกับ Aspect ครู 
จ านวน 43 ค า ค าที่เกี่ยวข้องกับ Aspect บทเรียน จ านวน 37 ค า และค าที่เกี่ยวข้องกับ Aspect 
สภาพแวดล้อม จ านวน 28 ค า 

ข้ออมูลชุดที่ 2 จะถูกใช้ส าหรับสร้างโมเดลเพื่อการจ าแนกความรู้สึกระดับประโยคจาก
ความคิดเห็นและทดสอบตัวจ าแนกความรู้สึกแบบ 2 ขั้ว คือ ขั้วบวกและขั้วลบ และข้อมูลชุดที่ 2 
จะถูกใช้ส าหรับทดสอบโมเดลเพื่อการจ าแนกความรู้สึกระดับประโยคจากความคิดเห็น ส าหรับ
ข้อมูลในชุดที่ 2 และ 3 จะมีผู้เชี่ยวชาญด้านภาษาเป็นผู้ก าหนดขั้วความรู้สึกให้กับความคิดเห็น 
โดยเฉพาะในข้อมูลชุดที่ 3 ผู้เชี่ยวชาญจะระบุว่าประโยคที่อยู่ในแต่ละความคิดเห็นนั้น ประโยคใด
อยู่ใน Aspect ใด และมีขั้วความรู้สึกของประโยคนั้นเป็นอย่างไร 

ในการสร้างโมเดลเพื่อการจ าแนกความรู้สึกแบบ 2 ขั้วในระดับประโยคจากความคิดเห็น
นั้นจะเป็นการศึกษาเชิงเปรียบเทียบใน 4 อัลกอริทึมคือ Multinomial Naïve Bayes (MNB),  
k-nearest neighbors (K-NN), Support Vector Machines (SVM), และ Random Forest 
(RF) รวมถึงการใช้ K-Fold Cross Validation เพ่ือประเมินและเปรียบเทียบประสิทธิภาพ  

นอกจากการศึกษาเชิงเปรียบเทียบด้านอัลกอริทึม การเรียนรู ้ของเครื ่องในการสร้าง
โมเดลเพื่อการวิเคราะห์ความรู้สึกแล้ว งานวิจัยนี้ยังได้ศึกษาเชิงเปรียบเทียบเทคนิคในการให้
น้ าหนักค าทั้งแบบไม่มีผู้สอน (ในที่นี้ใช้ tf-idf) และการให้น้ าหนักค าทั้งแบบมีผู้สอน (ในที่นี้ใช้ tf-
igm)  

ในขั้นตอนของการทดสอบด้วยข้อมูลชุดที่ 3 เราได้ใช้คลังค าที่ได้จากข้อมูลชุดที่ 1 มาเป็น
ค าขอ (Query) เพื่อวิเคราะห์ความคล้ายคลึง (Similarity Analysis) ในการคัดเลือกประโยคใน
ความคิดเห็นไปยังคลัสเตอร์ของแต่ละ Aspect ที่สอดคล้องกับใจความในประโยค ภายหลังจาก
ประเมินด้วยค่า Recall, Precision, F1 และ Accuracy พบว่าให้ผลลัพธ์ที่น่าพอใจ อย่างไรก็
ตามความผิดพลาดที่เกิดขึ้นอาจจะเนื ่องมากจากบางประโยคยากต่อการพิจารณาเพราะเป็น
ประโยคที่สอดคล้องกับ Aspect มากกว่า 1 Aspect เช่น “เวลาครูสอนอยู่ในห้องเรียนที่อากาศ
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อบอ้าวจะดุมาก” หรือ บางประโยคเป็นประโยคที่ชัดเจนเนื่องจากการเขียนของนักเรียนบางคน
จะเป็นเว้นวรรคไม่เป็นประโยค เช่น “ครู ก็ดี” เนื่องจากว่า ในการศึกษานี้ใช้ white space ใน
การแยกประโยค ดังนั้นก็จะตัดประโยคได้เป็น “ครู” และ “ก็ดี” ซึ่งหากต้องการให้เกิดความ
ถูกต้องมากขึ้นอาจจะต้องพิจารณาโครงสร้างและขอบเขตของประโยค 

ภายหลังจากการคัดแยกประโยคต่างๆ ไปยัง Aspect ที่สอดคล้องกัน ก็จะใช้โมเดลเพื่อ 
การจ าแนกความรู้สึกระดับประโยคในการจ าแนกความรู้สึกของประโยคในแต่ละ Aspect โดยท า
การประเมินด้วยค่า Accuracy, Recall, Precision และ F1 พบว่า Random Forest ที่ใช้งาน
ร่วมกับ tf-idf ให้ประสิทธิภาพในการจ าแนกความรู้สึกแบบ 2 ขั้วในระดับประโยคจากความ
คิดเห็นได้ดีที่สุด เนื่องจาก Random Forest มีความสามารถของ Random Forest ในการลด
ความเสี่ยงของการ overfitting, การจัดการกับความสัมพันธ์ที่ไม่เชิงเส้น, และการจัดการกับ
คุณลักษณะจ านวนมากท าให้เป็นทางเลือกที ่ด ีส าหรับการวิเคราะห์ความรู ้ส ึกจากข้อความ 
โดยเฉพาะอย่างยิ่งกับชุดข้อมูลขนาดเล็กที่อาจมีความซับซ้อนและต้องการโมเดลที่ทนทานและมี
ประสิทธิภาพสูง หากพิจารณาจากเทคนิคการให้น้ าหนักค า พบว่า tf-idf ให้ประสิทธิภาพที่ดีกว่า 
tf-igm นั่นคือ tf-idf จะช่วยเน้นค าที่ปรากฏไม่บ่อยในเอกสารทั้งหมดแต่มีความส าคัญในเอกสาร
บางเอกสาร ซึ่งเป็นคุณสมบัติส าคัญในการจ าแนกความรู้สึก เนื่องจากค าที่มีความส าคัญอาจมี
บทบาทส าคัญในการก าหนดความรู้สึกหรือทัศนคติ ในขณะที่ tf-igm โฟกัสที่การปรับน้ าหนักค า
ตามความสามารถในการจ าแนกประเภทเอกสารตามหมวดหมู่ ซึ่งอาจไม่เฉพาะเจาะจงพอส าหรับ
การระบุความรู้สึกหรือทัศนคติที่แสดงในข้อความ นอกจากนั้น tf-idf สามารถสร้างคุณสมบัติที่
ช่วยให้โมเดลสามารถแยกแยะข้อความที่มีความรู้สึกหรือทัศนคติต่างกันได้ดีขึ้น เนื่องจากมันให้
น้ าหนักกับค าที ่มีความส าคัญในแง่ของการปรากฏไม่บ่อยแต่มีความส าคัญสูงในบางเอกสาร 
ในขณะที่ tf-igm อาจไม่ให้น้ าหนักเพียงพอกับค าที่ปรากฏไม่บ่อยแต่มีความส าคัญในการแสดง
ความรู้สึกหรือทัศนคติในข้อความ และเหตุผลสุดท้ายคือ tf-idf มีประสิทธิภาพสูงในการปรับปรุง
คุณสมบัติให้เหมาะสมกับชุดข้อมูลที่มีเอกสารหลากหลาย ในประเด็นนี้จึงให้น้ าหนักกับค าที่ช่วย
ในการจ าแนกเอกสารได้ดีกว่า tf-igm 

5.2 อภิปรายผล 

การวิจัยนี้มุ่งเน้นไปที่การพัฒนากระบวนการจ าแนกความรู้สึกระดับประโยคจากความ
คิดเห็นของนักเรียนมัธยมศึกษาตอนต้นในสองขั้วคือบวกและลบ การวิจัยใช้ชุดข้อมูลจากนักเรียน 
600 คนจาก 3 โรงเร ียนในจังหวัดร้อยเอ็ด เก็บรวบรวมข้อมูลความคิดเห็นจาก 10 ว ิชา  
ในการวิเคราะห์ค าติชมและความคิดเห็นที่ถูกแยกออกเป็นสามด้าน ได้แก่ ครูผู้สอน, บทเรียน, 
และสภาพแวดล้อมการเรียนรู้ 

การวิเคราะห์และจ าแนกความรู ้ส ึกจากความคิดเห็นถูกท าผ่านกระบวนการหลักที่
ประกอบด้วยการสร้างคลังค าด้วย Skip gram ของ Word2Vec และการใช้โมเดลจ าแนก
ความรู้สึกที่พัฒนาจากอัลกอริทึมต่างๆ อาทิ Multinomial Naïve Bayes, k-nearest 
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neighbors, Support Vector Machines, และ Random Forest นอกจากนี้ยังได้ทดลอง
เปรียบเทียบการให้น้ าหนักค าด้วย tf-idf และ tf-igm 

ผลลัพธ์จากการวิจัยนี ้ชี ้ให้เห็นว่าการใช้ Random Forest ร่วมกับ tf-idf ให้
ประสิทธิภาพในการจ าแนกความรู้สึกได้ดีที่สุด เนื่องจาก Random Forest มีความสามารถใน
การลดความเสี่ยงของการ overfitting, จัดการกับความสัมพันธ์ที่ไม่เชิงเส้น, และจัดการกับ
คุณลักษณะจ านวนมากได้ดี ท าให้เหมาะกับการวิเคราะห์ความรู้สึกจากข้อความ โดยเฉพาะในชุด
ข้อมูลขนาดเล็กที่อาจมีความซับซ้อน 

การให้น้ าหนักค าด้วย tf-idf ช่วยเน้นค าที ่ปรากฏไม่บ่อยในเอกสารทั ้งหมดแต่มี
ความส าคัญในเอกสารบางเอกสาร ซึ่งเป็นคุณสมบัติส าคัญในการจ าแนกความรู้สึก เนื่องจากค าที่
มีความส าคัญอาจมีบทบาทส าคัญในการก าหนดความรู้สึกหรือทัศนคติ ในทางตรงกันข้าม tf-igm 
โฟกัสที่การปรับน้ าหนักค าตามความสามารถในการจ าแนกประเภทเอกสารตามหมวดหมู่ ซึ่งอาจ
ไม่เฉพาะเจาะจงพอส าหรับการระบุความรู้สึกหรือทัศนคติที่แสดงในข้อความ 

ข้อจ ากัดของการศึกษานี ้อาจรวมถึงความท้าทายในการตีความความคิดเห็นที ่อาจ
เกี่ยวข้องกับหลายด้านหรือมีโครงสร้างประโยคที่ไม่ชัดเจน ซึ่งสามารถแก้ไขได้ด้วยการพัฒนา
เทคนิคการตัดค าและการแยกประโยคที่แม่นย ายิ่งขึ้น และการใช้งานร่วมกับการเรียนรู้เชิงลึกเพื่อ
เพ่ิมความสามารถในการจ าแนกความรู้สึกและคุณลักษณะของข้อความ 

การวิจัยนี้เป็นก้าวส าคัญในการพัฒนาเครื่องมือวิเคราะห์ความรู้สึกส าหรับข้อความจาก
นักเรียนมัธยมศึกษาตอนต้น และเป็นพื้นฐานส าหรับการศึกษาต่อยอดในอนาคต ทั ้งในด้าน  
การปรับปรุงเทคนิคการวิเคราะห์และการขยายไปยังบริบทการศึกษาอ่ืนๆ 

5.3 ประโยชน์และการประยุกต์ใช้งาน 

การจ าแนกความรู้สึกหรืออารมณ์ในระดับประโยคส าหรับความคิดเห็นของนักเรียน
มัธยมศึกษาตอนต้นตาม aspect ที่เกี่ยวข้อง เช่น ครูผู้สอน, บทเรียน, และสภาพแวดล้อม 
มีประโยชน์และการประยุกต์ใช้งานในหลายด้าน ดังนี้: 

5.3.1 ประโยขน์ 
1. การปรับปรุงคุณภาพการสอน: โดยการวิเคราะห์ความคิดเห็นของนักเรียนเกี่ยวกับ

ครูผู้สอน สามารถช่วยให้ครูได้รับทราบถึงจุดอ่อนและจุดแข็งในวิธีการสอนของตนเอง ท าให้สามารถ
ปรับปรุงและพัฒนาเทคนิคการสอนให้ดียิ่งขึ้น 

2. การพัฒนาเนื้อหาบทเรียน: การวิเคราะห์ความคิดเห็นต่อบทเรียนช่วยให้ผู้สอน
สามารถทราบถึงความน่าสนใจและความเข้าใจของนักเรียนต่อเนื้อหาบทเรียน เปิดโอกาสใน 
การปรับปรุงและพัฒนาบทเรียนให้เหมาะสมกับความต้องการของนักเรียนมากข้ึน 

3. การปรับปรุงสภาพแวดล้อมการเรียนรู้ : ความคิดเห็นเกี่ยวกับสภาพแวดล้อม 
การเรียนรู้ เช่น ความสะดวกสบายในห้องเรียน วัสดุอุปกรณ์การเรียน สามารถช่วยให้โรงเรียนและ
ครูผู้สอนทราบถึงปัญหาและปรับปรุงสภาพแวดล้อมให้เหมาะสมยิ่งขึ้น 
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5.3.2 การประยุกต์ใช้งาน 
1. การวิเคราะห์ความรู้สึกอัตโนมัติ: ใช้เทคนิคการเรียนรู้ของเครื่อง ( Machine 

Learning) หรือการเรียนรู้เชิงลึก (Deep Learning) เพ่ือจ าแนกความรู้สึกหรืออารมณ์จากความ
คิดเห็น, ท าให้สามารถวิเคราะห์ข้อมูลจ านวนมากได้อย่างรวดเร็วและแม่นย า. 

2. การติดตามและการรายงาน: สร้างระบบที่สามารถติดตามความคิดเห็นและรายงาน
ผลวิเคราะห์ไปยังผู้ที่เกี่ยวข้อง เช่น ครูผู้สอน หรือผู้บริหารโรงเรียน เพ่ือท าให้สามารถตอบสนองและ
ปรับปรุงได้อย่างรวดเร็ว 

3. การพัฒนาเครื่องมือสนับสนุนการตัดสินใจ: ผลลัพธ์จากการวิเคราะห์สามารถ
น าไปใช้เป็นข้อมูลสนับสนุนการตัดสินใจในการพัฒนานโยบาย โครงการ หรือกิจกรรมที่เกี่ยวข้องกับ
การเรียนการสอน 

5.4 ข้อเสนอแนะ 

การวิจัยนี้น าเสนอกระบวนการที่ละเอียดและเป็นระบบในการวิเคราะห์ความรู้สึกจาก
ข้อความของนักเรียนมัธยมศึกษาตอนต้น โดยใช้เทคนิคการเรียนรู้ของเครื่องหลากหลายรูปแบบ
และการให้น้ าหนักค าผ่านทั้ง tf-idf และ tf-igm งานวิจัยได้ให้ข้อมูลเชิงลึกเกี่ยวกับประสิทธิภาพ
ของอัลกอริทึมต่างๆ ในการจ าแนกความรู้สึกในระดับประโยคและได้แสดงถึงความส าคัญของ  
การเล ือกเทคนิคให ้น้ าหนักค าที ่เหมาะสมส าหร ับงานว ิเคราะห์ความรู ้ส ึก อย ่างไรก็ตาม  
มีข้อเสนอแนะส าหรับงานวิจัยในอนาคตคือ 

1) การปรับปรุงเทคนิคการตัดค าและแยกประโยค: เพ่ือเพ่ิมความแม่นย าในการจ าแนก
ความรู้สึกและคุณลักษณะประโยค การพัฒนาหรือใช้เทคนิคการตัดค าและการแยกประโยคที่ซับซ้อน
มากขึ้นอาจช่วยลดความผิดพลาดที่เกิดจากโครงสร้างประโยคท่ีไม่ชัดเจนหรือมีหลาย Aspect 

2) การใช้งานร่วมกับการเรียนรู้เชิงลึก: การผสมผสานเทคนิคการเรียนรู้ของเครื่องแบบ
ดั้งเดิมกับการเรียนรู้เชิงลึกอาจน าไปสู่การปรับปรุงประสิทธิภาพในการวิเคราะห์ความรู้สึก โดยเฉพาะ
อย่างยิ่งการใช้เครือข่ายประสาทเทียมส าหรับการแยกคุณลักษณะ ( feature extraction) และ 
การจ าแนกความรู้สึก 

3) การพิจารณาบริบททางภาษาและวัฒนธรรม: การวิเคราะห์ความรู้สึกจากข้อความที่
เขียนโดยนักเรียนอาจต้องพิจารณาถึงบริบททางภาษาและวัฒนธรรม การศึกษาเพ่ิมเติมเกี่ยวกับ 
การใช้ภาษาและการแสดงออกทางอารมณ์ในวัฒนธรรมต่างๆ อาจช่วยเพ่ิมความเข้าใจและความ
แม่นย าในการวิเคราะห์ความรู้สึก 

4) การศึกษาเชิงลึกเก่ียวกับประสิทธิภาพของ tf-idf และ tf-igm: แม้ว่า tf-idf จะได้รับ
การยืนยันว่าให้ประสิทธิภาพที่ดีในการวิจัยนี้ แต่การศึกษาเชิงลึกเพ่ิมเติมเกี่ยวกับการใช้ tf-igm และ
การปรับปรุงหรือพัฒนาเทคนิคให้น้ าหนักค าอาจน าไปสู่การค้นพบเทคนิคใหม่ๆ ที่เหมาะสมยิ่งขึ้น
ส าหรับงานวิเคราะห์ความรู้สึก 
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5) การพัฒนาชุดข้อมูลอ้างอิง: การสร้างชุดข้อมูลอ้างอิงที่มีความหลากหลายของความ
คิดเห็นและประโยคที่มีข้อมูลป้ายก ากับความรู้สึกชัดเจนอาจช่วยให้การวิจัยในอนาคตสามารถ
เปรียบเทียบและประเมินโมเดลได้ง่ายขึ้น 
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