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บทคัดย่อ 

  
การทำเหมืองความคิดเป็นกระบวนการที่นำเทคนิคในเหมืองข้อมูล และการเรียนรู้ของ

เครื่องมาวิเคราะห์ข้อความอัตโนมัติมาใช้ในการจำแนกความคิดเห็นว่าเป็นความคิดเห็นเชิงลบหรือ
ความคิดเห็นเชิงบวก จากการทบทวนวรรณกรรมแต่ละเทคนิคมีข้อดีและข้อด้อยที่แตกต่างกัน 
งานวิจัยนี้จึงมีวัตถุประสงค์เพ่ือเปรียบเทียบประสิทธิภาพของแบบจำลองจำนวน  5 เทคนิค ได้แก่ 
เทคนิคนาอีเบย์  เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคริปเปอร์ เทคนิคฟิวเรีย และเทคนิคป่าสุ่ม 
มาสร้างแบบจำลองเพ่ือจำแนกความคิดเห็นของคนไทยในสังคมว่ามีความคิดเห็นต่อการฉีดวัคซีน
ป้องกันโรคโควิด-19 ให้กับเด็ก โดยข้อมูลนั้นถูกรวบรวมมาจากเครือข่ายสังคมออนไลน์ผ่านเว็บไซต์
พันทิป ติ๊กตอก ยูทูป จำนวนทั้งหมด 2,509 ความคิดเห็น คุณลักษณะคำกริยา คำกริยาวิเศษณ์ 
คำคุณศัพท์ ได้ถูกเลือกมาใช้ในการสร้างแบบจำลอง โดยคุณลักษณะประเภทนี้สามารถระบุความ
คิดเห็นในเชิงบวกและเชิงลบได้อย่างชัดเจน ในงานวิจัยนี้ 10 โฟลด์ครอสวาลิเดชั่นได้ถูกนำมาใช้ใน
การแบ่งกลุ่มข้อมูล เป็นชุดเรียนรู้ และชุดทดสอบ นอกจากนี้ค่าความแม่นยำ ค่าความระลึก และค่า
ความถูกต้องได้ถูกนำมาคำนวณเพ่ือใช้ในการเปรียบเทียบประสิทธิภาพของแบบจำลอง  ผลการ
ทดลองแสดงให้เห็นว่านาอีฟเบย์เป็นเทคนิคสร้างแบบจำลองที่มีประสิทธิภาพสูงสุดที่ค่าความแม่นยำ
ร้อยละ 95.4 ค่าความระลึกที่ร้อยละ 95.4 และค่าความถูกต้องที่ร้อยละ 95.4 

 
คำสำคัญ : การจำแนกความคิดเห็น, เหมืองข้อความคิดเห็น, วัคซีนโควิด19 ในเด็กไทย 
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ABSTRACT 

  
Opinion Mining is the process of data mining and machine learning 

techniques to automatically classify positive or negative opinions. From literature 
review, each technique has different advantages and disadvantages. This research 
therefore aims to compare the performance of five modeling techniques include 
naive bays, support vector machine, repeated incremental pruning to produce error 
reduction, fuzzy unordered rule induction, and random forest. These techniques are 
used to build classification model to classify opinions of Thai individuals in society 
regarding their views on administering the COVID-19 vaccine to children. The data 
were collected from online social networks through the platforms Pantip, TikTok, and 
YouTube, totaling 2,509 comments. Verb, adverbs and adjectives features were 
selected for modeling. These types of features can clearly identify positive and 
negative feelings. In this paper, 10 fold cross-validation were utilize to segment the 
dataset into learning and testing sets. Beside, precision, recall and accuracy values 
were calculated to compare the performance of the models. The experimental 
results show that naive bayes is the most effective modeling technique with a 
precision of 95.4%, a recall of 95.4%, and an accuracy of 95.4%. 
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บทที่ 1 
บทนำ 

 

1.1 ความเป็นมาของการวิจัย 
โรคโควิด-19 ได้มีการเริ่มระบาดครั้งแรก ในเดือนธันวาคม ปี พ.ศ. 2562 โดยเป็นโรคที่เกิดจาก

เชื้อไวรัสโคโรนาสายพันธ์ใหม่ ที่สามารถแพร่กระจายเชื้อไวรัส จากคนสู่คน ผ่านฝอยละอองจากการ
ไอ จาม น้ำมูก ซึ่งทำให้มีผู้ติดเชื่อลุกลามไปทั่วโลก จนทำให้องค์การอนามัยโลก (WHO) ได้กำหนดให้
เป็น ภาวะการระบาดใหญ่  (Pandemic) และในประเทศไทยเริ่มมีผู้ป่วย ในเดือน มกราคม 
พ.ศ. 2563 [1] และต่อมามีการระบาดอย่างหนัก จนทำให้เกิดปัญหาแหล่งรักษาพยาบาลไม่เพียงพอ
ต่อการรักษาผู้ป่วย [2] ในการแก้ปัญหาดังกล่าว อีกแนวทางในการช่วยลดปัญหาการระบาด ลดความ
รุนแรงจากการติดเชื้อและอัตราการตายของประชาชน นั่นคือ วัคซีนโควิด-19 โดยภาครัฐได้มีบริการ
ฉีดวัคซีนกับประชาชน ผู้สูงอายุ วัยทำงาน นักศึกษา นักเรียน ซึ่งลดอายุการให้บริการฉีดวัคซีนลงมา
เรื่อย จนได้มีบริการฉีดวัคซีนโควิด-19 ให้กับเด็ก อายุ 5 – 11 ปี [3]  แต่เนื่องจากวัคซีนโควิด-19 มี
การผลิตและทดสอบได้ไม่นาน จึงเกิดความคิดเห็นจากผู้ปกครองรวมทั้งคนทั่วไปต่อวัคซีน และได้
แสดงความคิดเห็นมากมายผ่านสื่อสังคมออนไลน์ (Social Media) ต่างๆ ในรูปแบบการรีวิว หรือการ
ตั้งกระทู้ถามตอบที่มีการถกเถียงกันบนแพลตฟอร์ม (Platform) เกี่ยวกับข้อดีขอเสียต่างๆ ในการฉีด
วัคซีนให้กับเด็ก อายุ 5 – 11 ปี ซึ่งมีทั้งความคิดเห็นเชิงลบและเชิงบวก การวิเคราะห์ความคิดเห็น
ของประชาชนในสังคมไทยต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก จะนำไปสู่ความเข้าใจความ
คิดเห็นและความคิดเห็นของคนไทยในสังคมว่ามีความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด -19 
ให้กับเด็กไปในทิศทางบวกคือเห็นด้วยกับการฉีดวัคซีน หรือในทิศทางลบคือมีความไม่เข้าใจใน
ประโยชน์หรือกลัวผลกระทบที่เกิดจากการฉีดวัคซีน ซึ่งจะสามารถทำให้หน่วยงานที่เกี่ยวข้องสามารถ
เลือกวิธีการที่จะประชาสัมพันธ์หรือรณรงค์ให้ความรู้ความเข้าใจและประโยชน์ของการฉีดวัคซีนอย่าง
มีประสิทธิภาพ 

การทำเหมืองความคิดเห็น [4, 5] คือการวิเคราะห์ความคิดเห็นโดยใช้เทคนิคการวิเคราะห์
ข้อความ (Text Mining) เป็ นหลักการของภาษาศาสตร์ เชิ งคำนวณ และการประมวลผล
ภาษาธรรมชาติ (Natural Language Processing : NLP) เพ่ือระบุความรู้สึกหรือความคิดเห็น ตาม
รูปแบบที่ต้องการ เช่น ความคิดเห็น เชิงบวก เชิงลบและเป็นกลาง ที่อยู่ภายใต้ข้อความออกมาโดย
อัตโนมัติ โดยนักวิจัยจะใช้การทำเหมืองความคิดเห็น ที่ใช้เทคนิคการค้นหาความรู้ใหม่จากข้อมูล
ประเภทข้อความที่มีปริมาณมากเป็นพิเศษรวมถึงค้นหารูปแบบความสัมพันธ์ของข้อความที่ซ่อนอยู่ใน
ชุดข้อความเพ่ือให้ทราบความหมาย และนำไปสร้างแบบจำลอง เพ่ือช่วยค้นหาว่ากลุ่มตัวอย่างหรือ

 



 

 

  2 

กลุ่มเป้าหมายมีความพึงพอใจ ชอบหรือไม่ชอบ เนื่องด้วยสาเหตุใด เช่น งานวิจัยของ พิศิษฐ์ บวรเลิศ
สุธี และคณะ [6] ได้ทำเหมืองความคิดเห็นวิเคราะห์ความคิดเห็นต่อการแนะนำสินค้าออนไลน์ เพ่ือ
จำแนกเป็นความคิดเห็นเชิงบวก เป็นกลางและเชิงลบ ใช้ข้อมูลตัวอย่างการแสดงความคิดเห็นต่อ
สินค้าและบริการออนไลน์ภาษาไทย ซึ่งขั้นตอนการสร้างแบบจำลองเพ่ือแยกประเภทข้อมูลได้ใช้
เทคนิค เทคนิคหน่วยความจำระยะยาว-ระยะสั้น (Long Short-Term Memory: LSTM), เทคนิคส
โตแคสติกการ์เดียนดิเซนท์ (Stochastic Gradient Descent: SGD), เทคนิคการถดถอยโลจิสติก 
(Logistic Regression: LR)  และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machines: 
SVM) เพ่ือค้นหาเทคนิคการจำแนก ที่ทำให้ โมเดลมีค่าความถูกต้องมากที่ สุด โดย เทคนิค
หน่วยความจำระยะยาว-ระยะสั้นให้ค่าความถูกต้องร้อยละ 81.27 ซึ่งให้ค่าความถูกต้องมากที่สุด 
งานวิจัยของ สมศักดิ์ ศรีสวการย์ และคณะ [7] ทำการวิเคราะห์เหมืองความคิดเห็นโดยใช้เทคนิคการ
สกัดคำ มาใช้วิเคราะห์ความคิดเห็น เชิงบวก และเชิงลบ จากบทวิจารณ์ออนไลน์ ผ่านเครือข่าย  
เฟซบุ๊กโรงแรมและที่พักในจังหวัดลำปาง โดยใช้ความคิดเห็นจำนวน 13,564 ขั้นตอนการสร้าง
แบบจำลองใช้ เทคนิค เทคนิคนาอีฟเบย์  (Naïve Bayes: NB) เทคนิคหาเพ่ือนบ้านใกล้ที่สุด  
(K-Nearest Neighbors: KNN) แ ล ะ เท ค นิ ค ต้ น ไม้ ตั ด สิ น ใจ  (Decision Tree: DT) แ ล ะ วั ด
ประสิทธิภาพที่ได้จากในแต่ละเทคนิควิธี ผลการทดลองพบว่า เทคนิคต้นไม้ตัดสินใจ ให้ค่าความ
ถูกต้องมากที่สุดร้อยละ 87.97% งานวิจัยของ ศราวุฒิ เกิดถาวร และคณะ [8] ได้ทำการศึกษา
ผลกระทบของชนิดของคำภาษาไทยที่มีต่อประสิทธิภาพของแบบจำลอง โดยทำแบบจำลองเพ่ือ
จำแนกความคิดเห็นของคนไทยต่อโรคโควิด-19 ว่าเป็นความคิดเห็นเชิงบวกหรือเชิงลบ จากสื่อสังคม
ออนไลน์ โดยใช้ข้อมูลจากเว็บไซต์ทวิตเตอร์ และพันทิป จำนวนทั้งหมด 2,920 ความคิดเห็น ใช้ 
 5 เทคนิคการทำเหมืองข้อความ มาทำแบบจำลอง ได้แก่  เทคนิคต้นไม้ตัดสินใจ ซี 4.5 (C4.5) 
เทคนิคนาอีฟเบย์ เทคนิคหาเพ่ือนบ้านใกล้ที่สุด เทคนิคเพอร์เซปตรอนแบบหลายชั้น (Multi-Layer 
Perceptron : MLP) และเทคนิคระบบเรียนรู้ เชิงลึก (DL) ในการทดสอบประสิทธิภาพของ
แบบจำลอง ได้ใช้ 10-fold cross validation ผลการทดสอบพบว่าเทคนิคเพอร์เซปตรอนแบบหลาย
ชั้น มีประสิทธิภาพ 100% สำหรับข้อมูลที่ใช้เฉพาะคำวิเศษณ์ และเทคนิคหาเพ่ือนบ้านใกล้ที่สุด มี
ประสิทธิภาพ 100% เมื่อใช้ข้อมูลที่มีคำวิเศษณ์และคำกริยารวมกัน งานวิจัยของ Piyush Vyas และ
คณะ [9] ได้ทำการพัฒนาระบบเพ่ือจำแนกความคิดเห็นในเชิงบวกและเชิงลบต่อโรคโควิด -19 ได้ 
จากผู้ใช้งานทวิตเตอร์ (Twitter) โดยมีขั้นตอนการดำเนินการวิจัย ได้แก่ การเลือกข้อมูล , การเตรียม
ข้อมูล, การเลือกคุณลักษณะ, การสร้างแบบจำลองเพ่ือจำแนก และวัดประสิทธิภาพ โดยในขั้นตอน
การสร้างแบบจำลองเพ่ือจำแนก ได้ใช้ทดสอบจากหลายเทคนิค ได้แก่ เทคนิคต้นไม้ตัดสินใจ เกาเซียน
นาอีฟเบย์(Gaussian Naïve Bayes: GNB) มัลติโนเมียลนาอีฟเบย์(Multinomial Naive Bayes: 
MNB) เทคนิคการถดถอยโลจิสติก เทคนิคป่าสุ่ม (Random Forest: RF) และเทคนิคหน่วยความจำ
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ระยะยาว-ระยะสั้น โดยค่าที่ใช้ในการวัดประสิทธิภาพของแบบจำลองที่สร้างขึ้นมาในครั้งนี้คือ ค่า
ความถ่วง (F-Measure) ค่าความแม่นยำ (Precision) และค่าความลึก (Recall) จากผลการทดลอง
พบว่าเทคนิคหน่วยความจำระยะยาว-ระยะสั้น ให้ประสิทธิภาพในการจำแนกความคิดเห็นได้ดีที่สุดที่
ร้อยละ 83 ปพิชญา กลางนอก และคณะ [10] ได้ทำการการสร้างแบบจำลองเพ่ือพยากรณ์โรคมะเร็ง
เต้านมและโรคเบาหวาน โดยนำข้อมูลจาก ข้อมูลผู้โรคมะเร็งเต้านม จำนวน 699 ข้อมูลโรคเบาหวาน 
จำนวน 768 มีขั้นตอนการดำเนินการวิจัยได้แก่ การเตรียมข้อมูล กระบวนการก่อนการสร้าง
แบบจำลอง การสร้างแบบจำลอง และการวัดประสิทธิภาพ ขั้นตอนการสร้างแบบจำลองใช้เทคนิค  
ฟิวเรีย (FURIA) เทคนิคโมเด็ม (MODLEM) และเทคนิคริปเปอร์ (RIPPER) ใช้ร่วมกับเทคนิคแบคกิ้ง 
(Bagging) และเวทอินสแตนด์แฮนด์เวฟเปอร์ (Weighted Instances Handler Wrapper) ส่วนใน
ขั้นตอนการวัดประสิทธิภาพจะทำการคำนวณหาค่าความไว (Sensitivity) ค่าความจำเพาะ 
(Specificity) ความถูกต้อง (Accuracy) ของการใช้แต่ละเทคนิคในการสร้างแบบจำลอง ซึ่งได้ผลการ
ทดลองคือ เทคนิคแบคกิ้งกับฟิวเรีย ให้ค่าความถูกต้องมากสุด ที่ร้อยละ 92.12 จากงานวิจัยที่
เกี่ยวกับการนำเทคนิคเหมืองข้อมูลมาใช้ในการทำนายหรือจำแนกความคิดเห็น  

ดังนั้นผู้วิจัยจึงมีแนวคิดที่จะพัฒนาแบบจำลองที่จะจำแนกความคิดเห็นของคนไทยต่อการฉีด
วัคซีนโควิด-19 ให้กับเด็ก บน Social Media ด้วยการทำเหมือนความคิดเห็นโดยการนำเอาความ
คิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19ให้กับเด็กอายุ 5 – 11 ปี บน Social Media ว่ามีความ
คิดเห็นไปในทิศทางใดซึ่งจะแบ่งออกเป็น 2 กลุ่ม ได้แก่ ความคิดเห็นเชิงบวกและความคิดเห็นเชิงลบ
โดยการเปรียบเทียบเทคนิคที่ใช้ในการสร้างแบบจำลองเพ่ือ จำแนกความคิดเห็น คือ เทคนิคนาอีฟ
เบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน  เทคนิคป่าสุ่ม เทคนิคริปเปอร์ และฟิวเรีย  ซึ่งจะวัด 
ประสิทธิภาพโดยการใช้ 10-fold cross validation เพ่ือแบ่งกลุ่มข้อมูลออกเป็นชุดข้อมูล 2 ชุด คือ 
ชุดข้อมูล สำหรับเรียนรู้และชุดข้อมูลสำหรับทดสอบ โดยจะวัดประสิทธิภาพแบบจำลองด้วยค่าวัด
ประสิทธิภาพ ค่า ความถูกต้อง (Accuracy) ค่าความแม่นยำ (Precision) และค่าความลึก (Recall) 
 
1.2 ความมุ่งหมายของการวิจัย 

1.2.1 เพ่ือศึกษาความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 
1.2.2 เพ่ือสร้างและเปรียบเทียบประสิทธิภาพแบบจำลองในการจำแนกความคิดเห็นของคนไทย

ต่อการฉีดวัคซีนโควิด-19 ให้กับเด็กอายุ 5 – 11 ปี 
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1.3 ขอบเขตของการวิจัย 
1.3.1 ประชากรกลุ่มตัวอย่าง คือกลุ่มข้อมูลความคิดเห็นภาษาไทยที่แสดงต่อการฉีดวัคซีน 

โควิด-19 สำหรับเด็กอายุ 5 – 11 ปี บน ยูทูป (Youtube) ติ๊กต๊อก (Tiktok) และพันทิป 
(Pantip) 

1.3.2 สร้างแบบจำลองที่มีประสิทธิภาพในการจำแนกความคิดเห็น 
1.3.3 เปรียบเทียบประสิทธิภาพของเทคนิคที่นำมาใช้สร้างแบบจำลอง 

 
1.4 ผลที่คาดว่าจะได้รับจากการวิจัย 

1.4.1 ได้ทราบความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 ให้กับเด็กอายุ 5 – 11 ปี 
1.4.2 ได้แบบจำลองในการจำแนกความคิดเห็นของคนไทย ต่อการฉีดวัคซีนโควิด -19 ให้กับเด็ก

อายุ 5 – 11 ปี ที่มีประสิทธิภาพ 
 
1.5 นิยามศัพท์เฉพาะ 

1.5.1 เครือข่ายสังคมออนไลน์ (Social Media) คือสื่อกลางที่ใช้ในการสื่อสารพูดคุยกันผ่าน
ระบบดิจิทอลหรืออินเทอร์เน็ต ผ่านแพลทฟอร์มต่างๆ อาทิเช่น ทวิตเตอร์ (Twitter),  
ยูทูป (YouTube), เฟสบุ๊ค (Facebook), ติ๊กต๊อก (TikTok) และ พันทิป (Pantip) 

1.5.2 ความคิดเห็น คือข้อความความคิดเห็นของบุคคลทั่วไปผ่านเครือข่ายสังคมออนไลน์ ต่อ
การฉีดวัคซีนโควิด-19 ให้กับเด็กอายุ 5 – 11 ปี 

1.5.3 การวิเคราะห์ความคิดเห็น (Sentiment Analysis) คือ การนำเทคนิคเหมืองข้อความ
รวมถึง เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคนาอีฟเบย์ เทคนิคฟิวเรีย และเทคนิค 
ริปเปอร์ มาทำการสร้างแบบจำลอง เพ่ือการพยากรณ์ความคิดเห็นคนไทยที่มีต่อการฉีด
วัคซีนโควิด-19 ให้กับเด็กอายุ 5 – 11 ปี เป็นเชิงบวกหรือเชิงลบ  

  



 

 

  5 

บทที่ 2 
ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

 

ทฤษฎีที่เกี่ยวข้องในบทนี้ประกอบด้วยองค์ความรู้ที่ เกี่ยวข้องกับการดำเนินงานวิจัยนี้  
ประกอบไปด้วยทฤษฎีเกี่ยวกับ โรคโควิด-19 การฉีดวัคซีนโควิด-19 การทำเหมืองข้อมูล เทคนิค
เหมืองข้อความ การวัดประสิทธิภาพ และงานวิจัยที่เกี่ยวข้อง 
 
2.1 ทฤษฎีเที่เกี่ยวข้อง 

2.1.1 โรคโควิด-19 และการฉีดวัคซีนโควิด-19 สำหรับเด็ก 
วันที่ 31 ธันวาคม พ.ศ. 2562 องค์การอนามัยโลก (WHO) ได้ออกมาประกาศเตือนการ

ระบาดของโรคปอดอักเสบที่ไม่ทราบสาเหตุในเมืองอู่ฮ่ัน โดยไม่มีรายงานผู้เสียชีวิตและไม่พบ
การแพร่จากคนสู่คน ในวันที่ 7 มกราคม พ.ศ. 2563  จีนประกาศเชื้อสาเหตุนี้ว่าเป็นเชื้อไวรัส 
โคโรนา ซึ่งแยกได้ จากผู้ป่วยและศึกษาลักษณะของไวรัสภายใต้กล้องจุลทรรศน์อิเล็กตรอน 
พบว่ามีลักษณะเหมือนเชื้อโคโรนา วันที่ 11 มกราคม พบผู้เสียชีวิตรายแรกจากการติดเชื้อนี้เป็น
ชายชาวอู่ฮ่ัน วัย 61 ปีวันที่ 12 มกราคม พบลำดับจีโนมที่สมบูรณ์ของไวรัสโคโรนาชนิดใหม่  
(Whole Genome) ถู ก บั น ทึ ก ล ง ใน ฐ าน ข้ อ มู ล  National Center for Biotechnology 
Information (NCBI) วันที่  13 มกราคมพบผู้ป่วยรายแรกในประเทศไทย พบลำดับจีโนมที่
สมบู รณ์ ของไวรัส โค โรนาชนิ ด ใหม่  ถู กบั นทึ กลงในฐานข้อมูล  National Center for 
Biotechnology Information วันที่ 13 มกราคมพบผู้ป่วยรายแรกในประเทศไทย และถือเป็น
ผู้ป่วยรายแรกนอกประเทศจีน ต่อมาได้มีการพบผู้ป่วยติดเชื้อไวรัสโคโรนาสายพันธุ์ใหม่ในหลาย
ประเทศท่ัวโลก 

ผู้ป่วยที่ติดเชื้อจะมีลักษณะอาการที่มีความรุนแรงแตกต่างกันตั้งแต่ไม่มีอาการหรือมี
อาการเล็กน้อยจนถึงรุนแรงในหลายระบบ เช่น ระบบทางเดินหายใจระบบทางเดินอาหารซึ่ง
ความรุนแรงของโรคขึ้นอยู่กับโรคประจำตัวและระบบภูมิคุ้มกันของผู้ป่วยเองเชื้อไวรัส   
SARS-CoV-2 ติดต่อผ่านทางละอองขนาดเล็กที่มีเชื้อไวรัสปะปนอยู่จากการสัมผัสโดยตรงหรือ
การสูดดมละอองฝอยเข้าไปนอกจากนี้ เชื้ อ ไวรัสสามารถติดต่อผ่ านทาง  Fecal-oral 
Transmission ได้ระยะฟักตัวของโรคอยู่ในช่วง 2 - 14 วันผู้ป่วยส่วนใหญ่แสดงอาการป่วย
ประมาณ 5 วัน หลังจาก ได้รับเชื้อ ผู้ติดเชื้อไวรัส SARS-CoV-2 มีอาการ เช่น ไข้ ไอแห้ง ไอ
พร้อมกับมีเสมหะ อ่อนเพลีย หายใจลำบาก ปวดกล้ามเนื้อหรือปวดข้อ เจ็บคอ ปวดศีรษะ 
หนาวสั่น คัดจมูก ท้องเสีย ไอเป็นเลือด ตาแดง เป็นต้น กลุ่มเสี่ยงสูงที่มีอายุมากกว่า 60 ปี 
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และมีโรคร่วมจะทำให้มีอาการรุนแรงมากขึ้น ผู้ที่ไม่แสดงอาการของโรคหรืออยู่ในระยะฟักตัว
สามารถแพร่กระจายเชื้อไวรัสสู่ผู้อ่ืนได้ และในผู้ทีมีประวัติสัมผัสเชื้อแต่ไม่แสดงอาการสามารถ
ตรวจพบสารพันธุกรรมของไวรัสได้เช่นกันผลการตรวจทางห้องปฏิบัติการมักพบว่า  ผู้ป่วยมี
จำนวนเม็ดเลือดขาวชนิดลิมโฟซัยต์ลดลง (Lymphopenia) มีค่าของ Inflammatory Marker 
เช่น C-reactiveprotein เพ่ิมสูงขึ้น และมีระดับ Serum Procalcitonin เพ่ิมสูงขึ้นในผู้ป่วยที่มี
อาการรุนแรง [1] 

เพ่ือเป็นการป้องกันการระบาดของโควิด-19 ได้มีการพัฒนาวัคซีนโควิด-19 หลายชนิด
ได้ดำเนินการโดยหลายหน่วยงานทั่วโลก ซึ่งบางชนิดได้รับอนุญาตให้ขึ้นทะเบียนใช้งานแบบ
ฉุกเฉิน (Emergency Use Authority: EUA) เพ่ือให้ทันต่อสถานการณ์การแพร่ระบาดที่กำลัง
เกิดข้ึนอย่างรวดเร็วในเวลานั้น ข้อมูลจากองค์การอนามัยโลก ณ วันที่ 22 มกราคม 2564 พบว่า
ปัจจุบันทั่วโลกมีการผลิตวัคซีนโควิด-19 จำนวน 237 ชนิด โดยมีจำนวน 173 ชนิดที่กำลังอยู่
ในช่วงการทดลองกับสัตว์ และจำนวน 64 ชนิดกำลังอยู่ในการศึกษาในมนุษย์ซึ่งยังไม่สามารถ
ยืนยันประสิทธิภาพการใช้งานกับมนุษย์ได้ว่าจะสามารถป้องกันการติดเชื้อมากน้อยเพียงใด แต่
ด้วยเหตุจำเป็นจึงต้องมีการนำวัคซีนดังกล่าวนี้ออกมาใช้ก่อน จึงทำให้ประชาชนส่วนใหญ่อาจยัง
ขาดความเข้าใจและความเชื่อมั่นต่อวัคซีน ประเทศไทยมีการเริ่มฉีดวัคซีนเมื่อ 28 กุมภาพันธ์ 
2564  ซึ่งเป็นการฉีดวัคซีนให้กับประชาชนวัยผู้ใหญ่ [11] 

ข้อมูล ณ เดือน เมษายน 2565 พบการติดเชื้อโควิด-19 ในเด็กอายุ 0 - 19 ปี จำนวน 
55,357 ราย คิดเป็นร้อยละ 14.42 หากแยกตามช่วงอายุของเด็กพบว่า อายุ 0 - 6 ปี ติดเชื้อ 
25,408 ราย อายุ 7 - 12 ปี ติดเชื้อ 14,431 ราย และอายุ 13 - 19 ปี ติดเชื้อ 15,518 ราย คิด
เป็นร้อยละ 6.62, 3.76 และ 4.04 ตามลำดับ ส่วนใหญ่เด็กร้อยละ 90 ที่ติดเชื้อโควิด-19 จะไม่
แสดงอาการ มีอาการน้อยหรือปานกลาง แต่อาจเกิดภาวะแทรกซ้อนที่รุนแรงถึงแก่ชีวิตได้ หาก
ไม่ได้รับการวินิจฉัยที่ถูกต้องและเหมาะสม อาจเกิดภาวะแทรกซ้อนคือกลุ่มอาการอักเสบหลาย
ระบบในเด็ก (MIS-C) และอาการแทรกซ้อนแบบเรื้อรัง (Long COVID) รวมทั้งส่งผลกระทบด้าน
อ่ืน ๆ ได้แก่ การดำเนินชีวิตประจำวัน การได้รับบริการสุขภาพ การไปโรงเรียน การมีปฏิสัมพันธ์
ทางสังคม ครอบครัวมีปัญหาความเครียดและปัญหาด้านสังคมอ่ืน ๆ ที่ส่งผลกระทบต่อสุขภาพ
เด็ก การป้องกันการแพร่ระบาดของโรคโควิด-19 มีมาตรการในการป้องกันและควบคุมโรคที่
สำคัญต่าง ๆ หนึ่งในมาตรการนั้นคือการให้วัคซีนเพ่ือเร่งรัดการสร้างเสริมภูมิคุ้มกันโรคใน
ประชากร สำหรับในประเทศไทยมีการให้บริการวัคซีนโควิด-19 มาตั้งแต่วันที่ 28 กุมภาพันธ์ 
2564 โดยในระยะแรกให้วัคซีนโควิด-19 แก่ผู้ที่มีอายุตั้งแต่ 18 ปีขึ้นไป และมีการขยาย
กลุ่มเป้าหมายการให้วัคซีนไปยังผู้ที่มีอายุตั้งแต่ 12 ปีขึ้นไป รวมทั้งมีการพัฒนาวัคซีนใหม่สำหรับ
เด็กอายุ 5-11 ปี15 โดยให้มีการขึ้นทะเบียนวัคซีนโควิด-19 สำหรับเด็กอายุ 5-11 ปี 2 กลุ่ม 
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ได้แก่ วัคซีนชนิด mRNA คือวัคซีนไฟเซอร์ (ฝาสีส้ม) 2 เข็ม ฉีดเข้ากล้ามเนื้อ ห่างกัน 8 สัปดาห์ 
สำหรับวัคซีนทางเลือก(สำหรับเด็กอายุ 6 ปีขึ้นไป) คือวัคซีนสูตรไขว้ ที่ให้ซิโนแวคหรือซิโนฟาร์ม
เป็นเข็มแรก ตามด้วยวัคซีนไฟเซอร์ฝาสีส้ม เป็นเข็มที่ 2 ห่างกัน 4 สัปดาห์ เริ่มให้เมื่อวันที่ 31 
มกราคม 2565 โดยการฉีดวัคซีนให้เป็นไปตามความสมัครใจของเด็ก เยาวชน และผู้ปกครอง
เท่านั้น และมีรูปแบบดำเนินงานให้บริการวัคซีนที่โรงเรียน (School-based vaccination) 
สำหรับระดับประถมศึกษา รวมทั้งให้วัคซีนในโรงพยาบาล (Hospital based vaccination) 
สำหรับเด็กอายุ 5-11 ปีที่มีโรคเรื้อรัง 7 กลุ่มโรคและเด็กที่มีการจัดการศึกษาโดยครอบครัวที่
บ้าน (Homeschooling) [3] 

 
2.1.2 การทำเหมืองความคิด (Opinion Mining) 

เหมืองความคิดเห็น (Opinion Mining)  คือการระบุทิศทางของความคิดเห็นหรือความ
คิดเห็นอย่างอัตโนมัติว่าไปทางด้านใด เช่น ความคิดเห็นเชิงบวก ความคิดเห็นเชิงลบ และความ
คิดเห็นเป็นกลาง ที่ซ่อนอยู่ภายในข้อความที่เกิดจากผู้ใช้งานอินเทอร์เน็ต  ยกตัวอย่างของ
ข้อความที่นำมาใช้ เช่น การรีวิวสินค้า การแสดงความคิดเห็นในกระทู้ หรือการมีปฏิสัมพันธ์กัน
ในสื่อสังคมออนไลน์ [12] ด้วยการใช้เทคนิคเหมืองข้อความ (Text Mining) ซึ่งเป็นการใช้
เทคนิคมีแนวคิดมากจากการทำเหมืองข้อมูลเข้ามาทำการวิเคราะห์ประมวลผล  [13] โดย 
Damaratih [14] ให้ความหมายของ เหมืองความคิดเห็นหรือการวิเคราะห์ ความคิดเห็น 
(Sentiment Analysis) ว่าเป็นกระบวนการที่วิเคราะห์การแสดงออกถึงความคิดเห็น โดยส่วน
ใหญ่จะนำข้อมูลที่อยู่บนระบบเครือข่ายอินเทอร์เน็ตมาทำการวิเคราะห์ มีจุดมุ่งหมายเพ่ือค้นหา
ข้อเสนอหรือความคิดเห็นเกี่ยวกับหัวข้อที่ต้องการ โดยนำเทคนิค Machine Learning หรือ 
Data Text-mining Process มาช่วยจัดกลุ่มข้อมูล และทำการวิเคราะห์ความคิดเห็น ที่มีต่อการ
เรียนออนไลน์ของนักเรียนโดยนำข้อมูลมาจากทวิตเตอร์  พิศิษฐ์ บวรเลิศสุธ ให้ความหมายของ 
การวิเคราะห์ความคิดเห็น (Sentiment analysis) คือกระบวนการวิเคราะห์และประเมินความ
คิดเห็นต่อการแสดงความคิดเห็นบนสื่อสังคมออนไลน์  (Social Network) เช่น twitter.com 
facebook.com Instagram.com หรือ pantip.com เป็นต้น โดยมีเป้าหมายเพ่ือแสดงทัศนคติ
ทางอารมณ์ที่มีต่อข้อมูล บทวิจารณ์ โพสต์ กระทู้ ที่เกี่ยวข้องกับการตลาด การประชาสัมพันธ์ 
การแสดงความคิดเห็นต่อผลิตภัณฑ์และบริการของลูกค้าบนโซเชียลมีเดีย  โดยใช้กระบวนการ
ประมวลผลภาษาธรรมชาติ  (Natural Language Processing : NLP) และการทำเหมือง
ข้อความ (Text Mining) เป็นส่วนใหญ่ [6] และ Sangamesh Hosgurmath และคณะ [15] ได้
อธิบายถึงขั้นตอนของกระบวนการทำเหมืองความคิดเห็น  โดยมีขั้นตอน การเลือกข้อมูล  
(Data Collection) การ เตรียมข้ อมู ล  (Preprocessing Data) การกำหนดคุณ ลั กษณ ะ 
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(Feature Extraction) การวิเคราะห์ความคิดเห็น (Sentiment analysis) และการจำแนกความ
คิดเห็น ดังภาพที ่1 

 

 
ภาพที่ 2.1 ขั้นตอนการเหมืองความคิด [15] 

 
2.1.3 เทคนิคที่ใช้ในการวิจัย 

เทคนิคในการสร้างแบบจำลองในงานวิจัยนี้ ได้นำมาจากเทคนิคการทำเหมืองข้อความที่
ได้รับความและรวมทั้งเทคนิคมีประสิทธิภาพแต่ยังไม่ได้รับความนิยมกันอย่างแพร่หลาย โดย
จากการศึกษางานวิจัยที่เกี่ยวข้อง มีจำนวน 5 เทคนิค ได้แก่ ซัพพอร์ตเวกเตอร์แมชชีน นาอีฟ
เบย์ ฟิวเรีย ริปเปอร์ ป่าสุ่ม ดังนี้ 

2.1.3.1 ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Classifier :SVM) คืออัลกอริทึม
ใช้ในการวิเคราะห์ข้อมูลและจำแนกข้อมูลโดยอาศัยหลักการของการหาสัมประสิทธิ์ของสมการ
เพ่ือสร้างเส้นแบ่งแยกกลุ่มข้อมูลที่ถูกป้อนเข้าสู่กระบวนการฝึกฝนให้ระบบเรียนรู้โดยเน้นไปยัง
เส้นแบ่งแยกกลุ่มข้อมูล [6] 

2.1.3.2 นาอีฟเบย์ (Naïve Bayes: NB) คือโมเดลง่ายและไม่ซ้ำซ้อน โดยอาศัยทฤษฎี
ความน่าจะเป็น (Probability) เป็นหลักซึ่งถูกใช้ในการทำนายผลจัดเป็นเทคนิคในการ
แก้ปัญหาแบบ Classification ที่สามารถคาดการณ์ผลลัพธ์ได้และสามารถอธิบายได้ โดยจะทำ
การวิเคราะห์ความสัมพันธ์ระหว่างตัวแปร เพ่ือใช้ในการสร้างเงื่อนไขความน่าจะเป็นสำหรับแต่
ละความสัมพันธ์ [16] 
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2.1.3.3 ฟิวเรีย (Furia: FR) คือเทคนิคในการเหนี่ยวนำกฎที่ไม่เรียงลำดับตามฟัซซี่  ซึ่ง
ฟัซซี่เป็นความคลุมเครือหรือความไม่แน่นอนในการจำแนกประเภทข้อมูลด้วยกฎความสัมพันธ์
การจำแนกประเภทข้อมูลด้วยกฎความสัมพันธ์เป็นวิธีการสร้างกฎเพ่ือนำมาใช้ในการพยากรณ์
ข้อมูล กฎที่นำมาสร้างกฎความสัมพันธ์ที่ได้มาจากการประมวลผลของการทำเหมืองข้อมูลเพ่ือ
ค้นหากฎความสัมพันธ์ (Association Rule Mining) หรืออธิบายการจำแนกข้อมูล ด้วยกฎ
ความสัมพันธ์ [10] 

2.1.3.4 ริปเปอร์ (Ripper: RP) คือเทคนิคที่ ได้พัฒนาจากอัลกอริทึม  IREP โดยใช้
หลักการ Growing and Pruning เป็นการแยกกฎการจำแนกประเภทข้อมูลให้เป็นไปตามกลุ่ม
หมวดหมู่ เป้าหมายสำหรับการใช้หลักการตัดกิ่งในการเลือกกฎที่สามารถทำให้เกิดผลในการ
ทำงานมากกว่าอัตราความผิดพลาด (Error Rate) ซึ่งได้กำหนดสำหรับการใช้ในการทำนาย
ข้อมูลริปเปอร์ ประกอบด้วย 2 ขั้นตอน โดยขั้นตอนแรกคือการระบุกฎเริ่มต้น และขั้นตอน
ต่อมาคือ ระบุค่า Porst – Process Rule Optimization โดยการเรียนรู้จากข้อมูลที่ ได้
กำหนดคลาสไว้เรียบร้อยแล้ว ซึ่งแบ่งเป็น Growing Set และ Pruning Set เช่น อัลกอริทึมจะ
สร้างกฎความสัมพันธ์ใน Greedy Fashion แต่ส่วนริปเปอร์นั้นจะหาค่าที่ดีที่สุด Growing Set 
ใน Rule Space อธิบายได้จาก BNF จากที่ได้ Growing Set และจะทำการ Pruning ข้อมูล
ทันที หลังจากนั้นจะได้กลุ่มตัวอย่างที่เหมือนกันออกมาโดยรวมทั้งกฎของ Training Set 
หลังจากนั้นก็จะลบทิ้ง ซ่ึง Training Data ที่ยังคงเหลือจะถูกแบ่งใหม่อีกครั้ง หลังจากท่ีทำการ
เรียนรู้ตามกฎแล้ว สำหรับเป็นการช่วยแก้ปัญหาที่เกิดมาจากการแบ่งแยกกลุ่มที่ผิดพลาด  
จะทำจนกระท้ังจะได้ผลที่พอใจ [10] 

2.1.3.5 เทคนิคป่าสุ่ม (Random Forest: RF) คือการสร้างโมเดล จากเทคนิคต้นไม้
ตัดสินใจ หลายๆ โมเดลย่อย โดยแต่ละโมเดลจะได้รับชุดข้อมูลไม่เหมือนกัน ซึ่ง Subset ของ 
ชุดข้อมูล ทั้งหมดตอนทำ การทำนาย (Prediction) จะให้ ต้นไม้ตัดสินใจ ทำการทำนาย ในแต่
ละโหนด และคำนวณผลการทำนาย ด้วยการ Vote Output ที่ถูกเลือกโดยต้นไม้ตัดสินใจ 
มากที่สุด  [16, 17] 

 
2.1.4 การวัดประสิทธิภาพของแบบจำลอง 

2.1.4.1 การวัดประสิทธิภาพของแบบจำลองด้วย 10-Fold Cross-Validation คือการ
นำวิธี K-fold Cross-Validation มาใช้ซึ่งเป็นวิธีการที่นำมาใช้ในการทดสอบประสิทธิภาพและ
ปรับแต่งแบบจำลองในการวิเคราะห์ข้อมูล โดยขั้นตอนคือการนำข้อมูลที่จะใช้ทดสอบแบ่งออก 
เป็น k กลุ่มด้วยวิธีการแบบสุ่มโดยไม่เลือกข้อมูลขึ้นมาซ้ำ และทำการทดสอบแบบจำลอง
จำนวน k ครั้ง ในแต่ละครั้งจะมี 1 กลุ่มข้อมูลที่ใช้ในการทดสอบผล ส่วนกลุ่มที่เหลือจะใช้ใน
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การฝึกฝน ยกตัวอย่าง เช่น 10-Fold Cross-Validation คือการแบ่งข้อมูลออกเป็น 10 กลุ่ม 
แต่ละกลุ่มมีจำนวนข้อมูลเท่ากัน ฝึกฝนแบบจำลองจากข้อมูล 9 กลุ่ม แล้วใช้ 1 กลุ่มที่เหลือ
สำหรับทดสอบวนซ้ำการทำงานนี้จนกระทั้งข้อมูลทุกกลุ่มถูกใช้เป็นชุดทดสอบหรือครบ  10 
ครั้ง ดังภาพที ่2.2  [18] 

 

 
ภาพที่ 2.2 10-Fold Cross-Validation [18] 

 
2.1.4.2 การวิเคราะห์ประสิทธิภาพ คือการใช้เทคนิคเหมืองข้อมูลในการจำแนกความ

คิดเห็น จำนำผลการทำนายเข้ากระบวนการประเมินประสิทธิภาพของตัวแบบโดยพิจารณา
จาก ความถูกต้อง (Accuracy) ดังสมการที่ 2.1 ความแม่นยำ (Precision) ดังสมการที่ 2.2 ค่า
ความระลึก (Recall) ดังสมการที ่2.3 [6] 

 
ค่าความถูกต้อง (Accuracy) [19, 20] คือ ค่าร้อยละของข้อมูลความคิดเห็นที่

ผ่านการจำแนกอย่างถูต้องผ่านแบบจำลองได้ โดยเป็นจำนวนผลรวมของความคิดเห็นเชิงบวก
ที่ทำนายถูกต้องและจำนวนความคิดเห็นเชิงลบที่ทำนายถูกต้อง หารด้วยผลรวมของความ
คิดเห็นเชิงบวกที่ทำนายถูกต้อง จำนวนความคิดเห็นเชิงลบที่ทำนายถูกต้อง จำนวนความ
คิดเห็นเชิงบวกที่ทำนายผิด และจำนวนความคิดเห็นเชิงลบที่ทำนายผิด  สามารถคำนวณตาม
สมการต่อไปนี้ 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑃 + 𝐹𝑁
 (2.1) 
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ค่าความแม่นยำ (Precision) [19, 20] คือ อธิบายความถูกต้องระหว่างข้อมูลที่

ร้องและผลการทำนายของแบบจำลอง โดยเป็นค่าของจำนวนความคิดเห็นเชิงบวกที่ทำนาย

ถูกต้อง หารด้วยผลรวมของจำนวนความคิดเห็นเชิงบวกที่ทำนายถูกต้องและจำนวนความ

คิดเห็นเชิงบวกท่ีทำนายผิด สามารถคำนวณตามสมการต่อไปนี้ 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2.2) 

 

ค่าความระลึก (Recall) [19, 20] คือ อธิบายความสำเร็จของแบบจำลองใน

การดึงข้อมูล โดยเป็นค่าของจำนวนความคิดเห็นเชิงบวกที่ทำนายถูกต้อง หารด้วยผลรวม

ของจำนวนความคิดเห็นเชิงบวกที่ทำนายถูกต้องและจำนวนความคิดเห็นเชิงลบที่ทำนาย

ผิด สามารถคำนวณตามสมการต่อไปนี้ 

 
 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2.3) 

 
โดยที่  TP คือ ข้อมูลที่ทำนายถูกต้องเมื่อเทียบกับเฉลย 
 FP คือ ข้อมูลที่ทำนายแล้วไม่ถูกต้องเมื่อเทียบกับเฉลย 
 FN คือ ข้อมูลที่อยู่ในเฉลยแต่ไม่มีการทำนาย (ตรงข้าม กับ FN)  

 
2.2 งานวิจัยท่ีเกี่ยวข้อง 

สมศักดิ์  ศรีสวการย์  และคณ ะ  [7] การวิ เคราะห ์เหมืองความคิด เห็ น โดยใช้ เทคนิ ค 
การสกัดคำ  วิ เคราะห์ ความคิ ด เห็ น  โดยแยก เป็ นความ เห็ น เห็ น ใน เชิ งบวก  และเชิ งลบ 
จากบทวิจารณ์ออนไลน์ผ่านเครือข่ายเฟซบุ๊กโรงแรมและที่พักในจังหวัดลำปาง โดยเป็นข้อมูลช่วงวันที่ 
1 กุมภาพันธ์ 2558 ถึง วันที่ 28 กุมภาพันธ์ 2563 จำนวน 958 โพสต์ และการแสดงความคิดเห็น 
13,564 ความคิดเห็น มีขั้นตอนการดำเนินการวิจัย 4 ขั้นตอน ได้แก่ ขั้นตอนการสกัดคำ ดำเนินการ
โดยมี การตัดคำหยุด การสกัดคำ การเตรียมชุดข้อมูล การวิเคราะห์คำศัพท์และประโยค ขั้นตอนการ
เตรียมข้อมูลคือการรวบรวมโพสต์และความคิดเห็น ขั้นตอนการสร้างแบบจำลองนั้นได้นำข้อมูลที่ได้
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เตรียมไว้เข้ามาทดสอบกับแบบจำลองที่สร้างไว้ และขั้นตอนการวัดประสิทธิภาพ โดยขั้นตอนการ
สร้างแบบแบบจำลอง จะใช้เทคนิคนาอีฟเบย์ เทคนิคหาเพ่ือนบ้านใกล้ที่สุด และ เทคนิคต้นไม้
ตัดสินใจ แล้วทำการวัดประสิทธิภาพความถูกต้องที่ได้จากในแต่ละเทคนิควิธี ผลการทดลองพบว่า
เทคนิคต้นไม้ตัดสินใจ ให้ค่าความถูกต้องร้อยละ 79.89 เทคนิคเพ่ือนบ้านใกล้ที่สุด ให้ค่าความถูกต้อง
ร้อยละ 83.80 และเทคนิคที่ให้ค่าความถูกต้องมากที่สุดคือ นาอีฟเบย์ ให้ค่าความถูกต้องมากที่สุดที่
ร้อยละ 87.97 

Piyush Vyas และคณะ [9] ได้ทำการพัฒนาระบบเพ่ือจำแนกความคิดเห็น ในเชิงบวกและเชิง
ลบต่อโรคโควิด-19 ใช้ข้อมูลจากผู้ใช้งานทวิตเตอร์ เป็นข้อมูลจำนวน 179,108 ข้อมูล เก็บตัวแต่เดือน
กรกฎาคมถึงสิงหาคมปี พ.ศ. 2563 โดยมีขั้นตอนการดำเนินการวิจัย ได้แก่ การเลือกข้อมูล  
การเตรียมข้อมูล การเลือกคุณลักษณะ การสร้างแบบจำลองเพ่ือจำแนก และวัดประสิทธิภาพ โดยใน
ขั้นตอนการสร้างแบบจำลองเพ่ือจำแนก ได้ทดสอบจากหลายเทคนิค ได้แก่ เทคนิคต้นไม้ตัดสินใจ 
เทคนิคเกาส์เซียนนาอีเบย์ มัลติโนเมียลนาอีฟเบย์ เทคนิคการถดถอยโลจิสติก  เทคนิคป่าสุ่ม  เทคนิค
หน่วยความจำระยะยาว-ระยะสั้น  ผลจากการวัดประสิทธิภาพความถูกต้องของแบบจำลองพบว่าการ
ใช้เทคนิคต้นไม้ตัดสินใจให้ความถูกต้องที่ร้อยละ 64 เทคนิคเกาส์เซียนนาอีเบย์ให้ความถูกต้องที่ร้อย
ละ 68 มัลติโนเมียลนาอีฟเบย์ให้ความถูกต้องที่ร้อยละ 70 เทคนิคป่าสุ่มให้ความถูกต้องที่ร้อยละ 77 
เทคนิคการถดถอยโลจิสติกถูกต้องที่ร้อยละ 79  และเทคนิคที่ ให้ค่าความถูกต้องมากที่สุดคือ 
เทคนิคหน่วยความจำระยะยาว-ระยะสั้นถูกต้องที่ร้อยละ 83  

P.Karthika และคณะ [17] ได้ทำการเปรียบเทียบประสิทธิภาพในการจำแนกความคิดเห็นใน
เชิงบวกและความคิดเห็นเชิงลบระหว่างเทคนิคป่าสุ่ม และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน โดยนำ
ข้อมูลมากจากการรีวิวการใช้บริการผลิตภัณฑ์จาก flipkart.com จำนวน 20,000 ข้อมูล และใช้
เรียนรู้ 10,000 ข้อมูลและทดสอบประสิทธิภาพ 10,000 ข้อมูลโดยมีขั้นตอนการดำเนินการวิจัยคือ 
เตรียมข้อมูล (Data Preprocessing) การคัดเลือกคุณสมบัติ (Feature Selection) การตรวจสอบ
ความถู กต้ อ งในการแยกคุณ สมบั ติ ขอ งข้ อมู ล  (Detection Process) การจำแน กข้ อมู ล 
(Classification Process), การวัดประสิทธิภาพ (Performance Metrics) ผลการทดลองพบว่า 
การจำแนกความคิดเห็น ด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ค่าความถูกต้องร้อยละ 92 และการ
จำแนกข้อมูลด้วยเทคนิคป่าสุ่ม ให้ค่าความถูกมากกว่าที่ร้อยละ 97 

Alaa Noor และคณะ [21] ทำการวิเคราะห์ความคิดเห็นจากการรีวิวสินค้าเสื้อผ้าผู้หญิงใน
เว็บไซต์ Amazon เพ่ือจำแนกความคิดเห็นออกเป็นความคิดเห็นเชิงลบและเชิงบวก นำข้อมูลมา
ทดลองทั้งหมด 800 ความคิดเห็น และใช้เทคนิคการจำแนกความคิดเห็น ได้แก่ เทคนิคนาอีฟเบย์ 
เทคนิคริปเปอร์ เทคนิคต้นไม้ตัดสินใจ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน โดยใช้เครื่องมือซี่งเป็น
ฟังก์ชันใน Weka จากเทคนิค ได้แก่ Naïve Bays JRIP J48 และ SMO  มีขั้นตอนการดำเนินการวิจัย
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คือ การเลือกข้อมูล (Data Collection) การเตรียมข้อมูล (Pre Process Data) การสกัดคุณลักษณะ
ข้อมูล (Feature Extraction) การเลือกคุณสมบัติตัวแปร (Attribute Selection) การตัดแยกด้วย
เทคนิคเหมืองข้อมูล โดยใช้ โปรแกรม Weka (Classifier) และในขั้นตอนสุดท้ ายคือการวัด
ประสิทธิภาพเพ่ือหาเทคนิคการจำแนกที่ให้ความถูกต้องมากที่สุด ดังนี้ เทคนิคต้นไม้ตัดสินใจให้ค่า
ความถูกต้องร้อยละ 71.25 เทคนิคริปเปอร์ให้ค่าความถูกต้องร้อยละ 72.25 เทคนิคนาอีฟเบย์ให้ค่า
ความถูกต้อง 76.62 และเทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 80.87 

มุกตา หมานเหม และคณะ [22]  ได้จำแนกความคิดเห็นจากการรีวิวหรือวิจารณ์โรงแรมและที่
พักจากจังหวัดภูเก็ต ซึ่งนำข้อมูลการรีวิวมากจากเว็บไซต์  Booking.com และ Traveloka.com 
จำนวน 2,000 ชุดข้อมูล โดยมี 4 ขั้นตอนการดำเนินการวิจัย ได้แก ่การเตรียมข้อมูล การตัดคำ สร้าง
แบบจำลองเพ่ือจำแนกความคิดเห็นด้วยโปรแกรม Python โดยใช้เทคนิคต้นไม้ตัดสินใจ และการ
ทดสอบประสิทธิภาพด้วยวิธีการ 10-fold Validation โดยในขั้นตอนการตัดคำจะนำเครื่องมือตัดคำ 
ได้แก่ MM NEWMM  และ LONGEST มาทดสอบที่ละเครื่องมือ ร่วมกับชุดคัดแยกคำ Stopword 
ของ PyThaiNLP และนำไปใช้กับแบบจำลองในการจำแนกความคิดเห็นด้วยเทคนิคต้นไม้ตัดสินใจ 
และวัดประสิทธิภาพความถูกต้องในการจำแนกความคิดเห็นจากการใช้เครื่องมือการตัดคำทั้ง 3 โดย
ในขั้นตอนการวัดประสิทธิภาพ ใช้วิธีการ K-Fold (10-fold) ผลการทดลองพบว่าการสร้าง
แบบจำลองจากเทคนิคต้นไม้ตัดสินใจร่วมกับการตัดคำด้วยวิธี MM ให้ค่าความถูกต้องร้อยละ 85 การ
สร้างแบบจำลองจากเทคนิคต้นไม้ตัดสินใจร่วมกับการตัดคำด้วยวิธี  LONGEST ให้ค่าความถูกต้อง
ร้อยละ 86 และการสร้างแบบจำลองจากเทคนิคต้นไม้ตัดสินใจร่วมกับการตัดคำด้วยวิธี NEWMM ให้
ค่าความถูกต้องมากที่สุด ร้อยละ 90 

Mais Yasen และคณะ [23] ได้ทำการวิเคราะห์และจำแนกความคิดเห็นจากการรีวิวภาพยนต์
ว่าเป็นไปในเชิงบวกหรือเชิงลบ โดยใช้ข้อมูลการรีวิวภาพยนต์จากเว็บไซต์  IMDb ซึ่งเป็นเว็บไซต์
ฐานข้อมูลเกี่ยวกับภาพยนต์ทั่วโลก จำนวน 42,926 ข้อความรีวิว มีขั้นตอนการดำเนินการวิจัยได้แก่ 
การเลือกข้อมูล การเตรียมข้อมูล การสร้างแบบจำลองจากเทคนิคเหมืองข้อมูล การวัดประสิทธิภาพ
ความถูกต้องของการใช้แบบจำลองจำแนก โดยในขั้นตอนการเตรียมข้อมูลจะประกอบไปด้วยการคัด
แยกคำและประโยค การตัดคำ การลบคำหรือข้อความที่ไม่จำเป็นออก ส่วนในขั้นตอนการสร้างแบบ
จะลองจะทดสอบใช้เทคนิคนาอีฟเบย์ เทคนิคหาเพ่ือนบ้านใกล้ที่สุด เทคนิคต้นไม้ตัดสินใจ  เทคนิค
ซัพพอร์ตเวกเตอร์แมชชีน เทคนิคเครือข่ายเบย์ (Bayes Network: BN) เทคนิคกฎการเรียนรู้ริปเปอร์ 
(Ripper Rule Learning: RRL) เทคนิคป่าสุ่ม เทคนิคสโตแคสติกการ์เดียนดิเซนท์ โดยผลจากการ
ทดลองการใช้เทคนิคกฎการเรียนรู้ริปเปอร์ให้ความถูกต้องร้อยละ 79.51 เทคนิคเครือข่ายเบย์ให้
ความถูกต้องร้อยละ 81.47 เทคนิคนาอีฟเบย์ให้ความถูกต้องร้อยละ 81.83 เทคนิคสโตแคสติกการ์
เดียนดิเซนท์ให้ความถูกต้องร้อยละ 86.81 เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ความถูกต้องร้อยละ 
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87.45 เทคนิคต้นไม้ตัดสินใจให้ความถูกต้องร้อยละ 91.28 เทคนิคหาเพ่ือนบ้านใกล้ที่สุดให้ความถูก
ต้องร้อยละ 92.92 เทคนิคป่าสุ่มให้ความถูกต้องมากที่สุด ที่ร้อยละ 96.01 

Ijlal Hauzan Hidayat และคณะ [20] ได้ทำการวิเคราะห์ความคิดเห็นว่าเป็นเชิงบวกหรือเชิง
ลบต่อการใช้วัคซีนป้องกัน โรคระบายโควิด-19 ของชาวอินโดนีเซีย โดยข้อมูลที่นำมาวิเคราะห์นำมา
จาก Twitter จำนวน 2,000 ข้อความ มีขั้นตอนการดำเนินการวิจัยได้แก่ เลือกข้อมูล การเตรียม
ข้อมูล การให้น้ำหนักคำ การสร้างแบบจำลองจำแนกด้วยเทคนิค นาอีฟเบย์ การวัดประสิทธิภาพ ซึ่ง
ในขั้นตอนการเตรียมข้อมูลมีการใช้งานหลายวิธีการได้แก่  การคัดเลือกคำที่เหมาะกับการวิเคราะห์ 
การทำความสะอาดคำ การลบคำหยุด การจัดคำให้อยู่ในรูปแบบที่เป็นมาตรฐาน การตัดคำ ส่วน
ขั้นตอนการให้น้ำหนักคำใช้เทคนิค TF-IDF และในขั้นตอนการวัดประสิทธิภาพ จะคำนวณหาค่า 
ความถูกต้อง ค่าความแม่นยำ ค่าความระลึก และค่าเฉลี่ย (F1 Score) ของการจำแนกความคิดเห็น 
โดยผลของการทดลอง ให้ค่าความถูกต้องร้อยละ 89.2 ค่าความแม่นยำคือร้อยละ 90 ค่าความระลึก
คือร้อยละ 89 และค่าเฉลี่ยคือร้อยละ 87 

ปพิชญา กลางนอก และคณะ [10] ได้ทำการการสร้างแบบจำลองเพ่ือพยากรณ์โรคมะเร็งเต้า
นมและโรคเบาหวาน โดยนำข้อมูลจาก ข้อมูลผู้โรคมะเร็งเต้านม 699 และ ข้อมูลโรคเบาหวาน 
จำนวน 768 มีขั้นตอนการดำเนินการวิจัยได้แก่ การเตรียมข้อมูล กระบวนการก่อนการสร้าง
แบบจำลอง การสร้างแบบจำลอง และการวัดประสิทธิภาพ ขั้นตอนการสร้างแบบจำลองใช้เทคนิคฟิว
เรีย เทคนิคโมเด็ม เทคนิคริปเปอร์   ใช้ร่วมกับเทคนิคแบคกิ้ง (Bagging) และเวทอินสแตนด์แฮนด์
เวฟเปอร์ (weighted instances handler wrapper) ส่วนในขั้นตอนการวัดประสิทธิภาพจะทำการ
คำนวณหาค่าความไว (Sensitivity) ค่าความจำเพาะ (Specificity) ค่าความถูกต้อง ของการใช้แต่ละ
เทคนิคในการสร้างแบบจำลอง ซึ่งได้ผลการทดลองคือ การใช้เทคนิคแบคกิ้งกับ เทคนิคฟิวเรียให้ค่า
ความไว มากท่ีสุดที่ ร้อยละ 97.86 เมื่อใช้เทคนิคแบคกิ้งกับโมเด็ม ให้ค่าความจำเพาะมากที่สุดที่ ร้อย
ละ 90.37 และ เทคนิคแบคกิ้งกับฟิวเรีย ให้ค่าความถูกต้องมากสุด ที่ร้อยละ 92.12 

Teguh Nurhadi Suharsono และคณะ [24] ทำเหมืองความคิดเห็นโดยการใช้เทคนิคนาอีฟ
เบย์ในการจำแนกความคิดเห็นของชายอินโดนิเซียในโซเชียลที่มีต่อการจัดการโควิด -19 ของรัฐบาล 
โดยจำแนกเป็นความคิดเห็นเชิงบวกและเชิงลบ ข้อมูลที่นำมาจำแนกเป็นความคิดเห็นจาก ทวิตเตอร์
จำนวน 2269 ความคิดเห็น เป็นความคิดเห็น ตั้งแต่วันที่ 23 เดือนมีนาคม 2023 ถึง วันที่ 14 
พฤษภาคม 2020 มีขั้นตอนการทำเหมืองความคิดเห็น 5 ขั้นตอน คือ การรวมรวม การเตรียมข้อมูล 
การจำแนกข้อมูลโดยใช้เทคนิคนาอีฟเบย์ การตรวจสอบผล และการสรุปผล และวัดประสิทธิภาพการ
ทดลองด้วยค่าความถูกต้อง หลังจากการทดลองโดยนำข้อมูลทั้งหมด 2,269 แบ่งข้อมูลสำหรับฝึกฝน 
1,815 ข้อมูลและ ทดสอบ 453 ได้ผลการทดลองที่ให้ความถูกต้องเท่ากับร้อยละ 67.4  
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Dikih Arif Wibowo และคณะ [25] การวิเคราะห์ เหมืองความคิดเห็นเพ่ือเปรียบเทียบ
ประสิทธิภาพของการใช้เทคนิคซัพพอร์ตเว็คเตอร์แมชชีนรวมกับเทคนิค Fasttext Embedding การ
ใช้เทคนิคซัพพอร์ตเว็คเตอร์แมชชีนรวมกับเทคนิคWord2vec การใช้เทคนิคMNB รวมกับเทคนิค 
Fastext Embedding และการใช้การใช้เทคนิคMNB รวมกับเทคนิคWord2vec ในการจำแนกความ
คิดเห็นของชาวอินโดนิเซียที่อยูบนทวิตเตอร์เกี่ยกับเรืองวัคซีนโควิด -19 ใช้ โดยการจำแนกแบ่ง
ออกเป็นความคิดเห็นที่เป็นบวก ความคิดเห็นที่เป็นลบ และความคิดเห็นที่เป็นกลาง โดยมีขั้นตอนใน
การดำเนินการวิจัย 11 ขั้นตอน คือ ขั้นตอนการรวบรวมข้อมูล ขั้นตอนการทำลาเบลให้กับข้อมูล 
ขั้นตอนการเตรียมข้อมูล ขั้อตอนการกำหนดคุณลักษณะของคำด้วยเทคนิค Fasttext ขั้นตอนการ
จำแนกโดยใช้แบบจำลองโดยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน ขั้นตอนการนำข้อมูลเข้าทดสอบกับ
แบบจำลอง ขั้นตอนการจำแนกความคิดเห็นจากข้อมูล ขั้นตอนการตรวจสอบผลการทดลอง และ
ขั้นตอนการสรุปผลข้อมูล โดยค่าที่ใช้ในการวัดประสิทธิภาพได้แก่ ค่าความถูกต้อง ค่าความแม่นยำ 
ค่าความระลึก ค่าF-measure จากผลการทดลองการใช้เทคนิคซัพพอร์ตเว็คเตอร์แมชชีนรวมกับ
เทคนิค Fasttext Embedding ให้ผลการทดลองดีที่สุด โดยให้ค่าความถูกต้องที่ร้อยละ 88.1 

İrfan Aygün และคณะ [26] ทำเหมืองความคิดเห็นโดยทำการเพ่ือจำแนกความคิดเห็นของ
ผู้ใช้ทวิตเตอร์จากประเทศสหรัฐอเมริกา ประเทศอังกฤษ ประเทศแคนดา ประเทศตรุกี ประเทศฝรั่ง
เศา ประเทศเยอรมัน ประเทศสปน และประเทศอิตาลี เป็นข้อมูลความคิดเห็นที่เกี่ยวกับวัคซีนโควิด
จำนวน 928,402 ความคิดเห็น แบ่งเป็นความคิดเห็นที่เป็นภาษาอังกฤษและภาษาตรุกี เป็นการ โดย
ทำการเปรียบเทียบประสิทธิภาพของการใช้ เทคนิค BERT จาก 4 เทคนิคได้แก่ mBERT-base 
BioBERT ClinicalBERT และ BERTurk โดยมีขั้นตอนการดำเนินการวิจัย 5 ขั้นตอนได้แก่ ขั้นตอน
การรวบรวมข้อมูล ขั้นตอนการเตรียบมข้อมูล ขั้นตอนการกำหนดคุณลักษณะคำ ขั้นตอนการทดลอง
การใช้เทคนิค BERT ในการวิเคราะห์ความคิดเห็น ขั้นตอนการสรุปผล จากผลการทดลองใน ข้อมูล
ความคิดเห็นที่เป็นภาษาอังกฤษ เทคนิค mBERT-base ให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 86 และ
ในข้อมูลที่เป็นภาษาตรุกีเทคนิค BERTurk ให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 89 

Imamah และคณะ [27] ทำเหมืองความคิดเห็นเพ่ือจำแนกความคิดเห็นของผู้ใช้งานทวิตเตอร์
จำนวน 355,384 ความคิดเห็นเกี่ยวกับเรื่องสุขภาพจิตในช่วงโควิด-19 เป็นข้อมูลที่รวบรวมในวันที่ 
30 เมษายน 2020 โดยใช้เทคนิคการถดถอยโลจิสติก ในการสร้างแบบจำลองเพ่ือจำแนกความคิดเห็น 
รวมกับเทคนิค TF-IDF เพ่ือให้น้ำหนักคำ เพ่ือจำแนกความคิดเห็นว่าเป็นความคิดเห็นเชิงบวก เชิงลบ
หรือเป็นความคิดเห็นที่เป็นกลาง มีขั้นตอนการดำเนินการวิจัย 6 ขั้นตอน ได้แก่ ขั้นตอนการรวบรวม
ข้อมูล เตรียมตอนการเตรียมข้อมูล ขั้นตอนการให้น้ำหนักคำด้วยเทคนิค TF-IDF ขั้นตอนการสร้าง
แบบจำลองในการจำแนกความคิดเห็น ขั้นตอนการวัดประสิทธิภาพ และขั้นตอนการสรุปผลการ
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ทดลอง โดยค่าที่นำมาใช้ในการวัดประสิทธิภาพแบบทดลอง ใช้ค่าความถูกต้อง โดยผลการทดลอง
พบว่าการใช้เทคนิคการถดถอยโลจิสติก รวมกับเทคนิค TF-IDF ให้ค่าความถูกต้องที่ร้อยละ 94.7 

Eric Landaverde และคณะ [28] ได้ใช้เหมืองความคิดเห็นในการวิเคราะห์ความคิดเห็นใน
การจำแนกความคิดเห็นของผู้ใช้งานทวิตเตอร์ที่มีต่อมาตรการป้องกันโควิด -19 เช่นการสวมไส่
หน้ากากอนามัยเพ่ือป้องกันการแพร่กระจ่ายเชื้อ ว่าเป็นความคิดเห็นที่เป็นเชิงลบ ความคิดเห็นที่เป็น
เชิงบวกหรือความคิดเห็นเป็นกลาง เป็นข้อมูลความคิดเห็นในช่วงเดือนตุลาคม 2019 ถึงเดือนตุลาคม 
2020 โดยใช้โปรแกรมไพทอล ในการรวมรวมข้อมูล มีขั้นตอนในการดำเนินการวิจัย ได้แก่ขั้ นตอน
การรวมรวมข้อมูล ขั้นตอนการเตรียมข้อมูล ขั้นตอนการวิเคราะห์ความสัมพันธ์ความคิดเห็น และ
ขัน้ตอนสร้างแบบจำลองเพ่ือจำแนกความคิดเห็น โดยใช้เทคนิคการวิเคราะห์ความหมายแฝง (Latent 
Semantic Analysis: LSA) เทคนิคโมเดลความสัมพันธ์เชิงหัวข้อ (Correlated Topic Modeling: 
CTM) เทคนิคการวิ เคราะห์ความหมายแฝงแบบมี โอกาส (Probabilistic Latent Semantic 
Analysis: PLSA) เทคนิคการจัดสรรดีรีเคลแฝง (Latent Dirichlet Allocation: LDA)  โดยผลจาก
การทดลองเทคนิคการจัดสรรดีรีเคลแฝง ให้ผลการททดลองดีท่ีสุด 

Fadhilah Fazrin และคณะ [29] ได้ทำเหมืองความคิดเห็นเพ่ือจำแนกความคิดเห็นที่มีต่อ
วัคซีนโควิด-19 ของผู้ใชงานทวิตเตอร์ ว่าเป็นความคิดเห็นเชิงบวกหรือความคิดเห็นเชิงลบ โดยเป็น
การเปรียบเทียบประสิทธิภาพของการจำแนกของเทคนิคเพ่ือนบ้านใกล้ที่สุด กับเทคนิคการถดถอย 
โลจิสติก รวมกับเทคนิค Vader กับ TextBlob ขั้นตอนในการดำเนินการวิจัยจะใช้เทคนิค KDD ได้แก่
ขั้นตอนการกำหนดเป้าหมาย ขั้นตอนการเลือกข้อมูล ขั้นตอนการเตรียมข้อมูล ขั้นตอนการทำเหมือง
ข้อมูล และขั้นตอนการวัดประสิทธิภาพ โดยใช้ค่าความถูกต้องในการวัดประสิทธภาพ ผลจากการ
ทดลองเทคนิคการถดถอยโลจิสติก รวมกับเทคนิค Vader ให้ค่าความถูกต้องมาที่สุด โดยมีค่าความ
ถูกต้องร้อยละ 85.22 

Xuanzhou Yang และคณะ [30] ได้ทำการศึกษาการทำเหมืองความคิดของผู้ ใช้งาน  
ทวิตเตอร์เพ่ือสร้างแบบจำลองในการจำแนกความคิดเห็นต่อวัคซีนโควิด-19 โดยภาษาที่จะใช้ในการ
ทำเหมืองความคิดเห็นจะใช้การวิเคราะห์ความคิดเห็นจากสองภาษาคือ ภาษาอังกฤษ จำนวน 
100,000 ความคิดเห็นและภาษาญี่ปุ่น จำนวน 90,000 ความคิดเห็น เทคนิคในการจำแนกที่ใช้คือ
เทคนิคนาอีฟเบย์ รวมกับเทคนิค TextBob โดยมีขั้นตอนการดำเนินการวิจัย จำนวน 4 ขั้นตอน 
ได้แก่ ขั้นตอนแรกการคัดเลือกข้อมูล โดยใช้ API ของทวิตเตอร์เพ่ือทำการดึงข้อมูลจากทวิตเตอร์ 
ขั้นตอนการเตรียมข้อมูลคือการทำให้ข้อมูลอยู่ในรูปแบบที่สามารถนำไปทดลอง ขั้นตอนการสร้าง
แบบจำลองเพ่ือจำแนกความคิดเห็นด้วยเทคนิคTextBob และเทคนิคนาอีฟเบย์ และขั้นตอนการวัด
ประสิทธิภาพของการจำแนกความคิดเห็นด้วยแบบจำด้วย โดยค่าที่ใช้ในการวัดประสิทธิภาพคือค่า
ความถูกต้อง จากการทดลองพบว่าการใช้เทคนิค TextBob รวมกับเทคนิคนาอีฟเบย์ ในความคิดเห็น
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ที่เป็นภาษาอังกฤษให้ค่าความถูกต้องที่ร้อยละ 73.3 และ การทดลองพบว่าการใช้เทคนิค TextBob 
รวมกับเทคนิคนาอีฟเบย์ ในความคิดเห็นที่เป็นภาษาญี่ปุ่นให้ค่าความถูกต้องที่ร้อยละ 71.9 

Fahed Jubair และคณะ [31] ได้ทำการศึกษาการทำเหมืองความคิดเพ่ือจำแนกความคิดเห็น
ของผู้ใช้งานทวิตเตอร์ความกังวลในเรื่องสุขภาพที่มีในช่วงระบาดของโควิด -19 โดยเป็นข้อมูลความ
คิดเห็นในทวิตเตอร์ช่วงวันที่ 26 มีนาคม พ.ศ. 2563 ถึงวันที่ 9 เมษายน พ.ศ. 2563 ที่มีการพูดถึง
เกี่ยวโควิด-19 โดยขั้นตอนการดำเนินการวิจัยมี 4 ขั้นตอน ได้แก่ ขั้นตอนการคัดเลือกและเตรียม
ข้อมูล โดยใช้เครื่องมือภาษา   Python API library (Tweepy)  ในการนำข้อมูลความคิดเห็นจาก
ทวิตเตอร์ออกมา โดยคีย์เวิร์ดที่ใช้ในการคัดเลือกข้อมูลคือ “covid-19” หรือ “coronavirus” ซึ่งได้
ความคิดเห็น จำนวน 28,340,894 ความคิดเห็น หลังจากนั้นทำการคัดความคิดเห็นที่มีซ้ำกันออก  
ทำให้ได้ข้อมูลเพ่ือนำไปทดลองจำนวน 7,137,891 ความคิดเห็นที่ไม่ซ้ำกัน รวมทั้งทำการกำจัด URL 
สัญลักษณ์ และ ชื่อผู้ใช้ทวิตเตอร์ออก จากความคิดเห็น ขั้นตอนการวิเคราะห์ความคิดเห็นเป็น
ขั้นตอนการสร้างดัชนีและกำหนดคลาสให้กับความคิดเห็นแต่ละความคิดเห็นว่าเป็นความคิดเห็นที่
เป็นบวก ความคิดเห็นเป็นลบ และความคิดเห็นเป็นกลาง หลังจากนั้นจะนำข้อมูลความคิดเห็นที่ได้
กำหนดคลาสแล้ว ไปใช้กับขั้นตอนวิเคราะห์ข้อความ และขั้นตอนสุดท้ายคือการสรุปผลการทดลอง 
เครื่องมือที่ใช้ในการทดลองจะใช้คอมพิวเตอร์เสมืองที่เป็นบริการของ Google Cloude โดยมีการ
กำหนดสเปค เป็น 2 vCPUs หน่วยความจำ 15 GB หน่วยเก็บข้อมูล 10 GB ใช้ระบบปฏิบัติการ 
Centos 8 โปรแกรมที่ใช้คือ Python เวอร์ชัน 3.6.8 เวลาในการใช้โปรแกรมเพ่ือจำแนกความคิดเห็น
ทั้งหมด 7,137,891 ความคิดเห็นใช้เวลา 12 นาที ผลการทำลองที่ได้คือ ความคิดเห็นที่เป็นลบ
จำนวนร้อยละ 31.8 ความคิดเห็นที่เป็นกลางร้อยละ 33.3 และความคิดเห็นที่เป็นบวกร้อยละ 34.9 

N. Shyamala Devi และคณะ [32] ได้ทำการศึกษาการทำเหมืองความคิดเห็นโดยการนำ
เทคนิคหมืองข้อมูลมาวัดประสิทธิภาพในการจำแนกความคิดเห็นผู้ที่ใช้งานโซเชียลมีเดียที่มีต่อวัคซีน
เพ่ือใช้ในการป้องกันโรคโควิด-19 โดยเป็นข้อมูลความคิดเห็นจากผู้ใช้งานทวิตเตอร์จำนวน 90,000 
ความคิดเห็น เครื่องมือและโปรแกรมที่ใช้ในการทดลอง เป็นคอมพิวเตอร์ที่มี CPU เป็น Core i5 
2,340 GHz หน่วยความจำ Ram 4 GB ระบบปฏิบัติการ Microsoft Windows 10 ใช้โปรแกรม 
Anaconda 2019.10 และ ภาษาไพทอล (Python) บนโปรแกรม Jupyter Notebook โดยขั้นตอน
การดำเนินการวิจัยมี 5 ขั้นตอน ได้แก่ ขั้นตอนการคัดเลือกข้อมูล โดยการใช้ Twitter API ในการเก็บ
ข้อมูลความคิดเห็นจากทวิตเตอร์ ซึ่งได้ความคิดเห็นจากทวิตเตอร์จำนวน 90,000 ความคิดเห็น 
ขั้นตอนการเตรียมข้อมูล คือการเตรียมข้อมูลความคิดเห็นให้อยู่ในรูปแบบที่สามารถนำไปใช้ในการ
ทดลองได้ โดยทำการตัดคำหยุด ลบเครื่องหมายแฮชแทค เป็นต้น ใช้เครื่องมือ NLTK Tool Library 
ของ ภาษา Python ช่วงในการดำเนินการ หลังจากเตรียมข้อมูลความคิดเห็นเรียบร้อยแล้วจะนำ
ข้อมูลไปผ่านขั้นตอน การกำหนดป้ายข้อมูล โดยเป็นขั้นตอนที่จะกำหนดคะแนนให้กับคำว่าเป็นคำให้
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บงชี้ไปในความหมายเชิงบวกหรือเชิงลบ ขั้นตอน TF-IDF เป็นขั้นตอนการให้น้ำหนักคำเป็นขั้นตอนที่
จะช่วยเพ่ิมประสิทธิภาพในการจำแนกความคิดเห็น ขั้นตอนการสร้างแบบจำลองเป็นการนำแต่ละ
เทคนิคเหมืองข้อมูลมาใช้ในการจำแนกความคิดเห็น โดยเทคนิคที่นำมาใช้ได้แก่ เทคนิคลีเนียเอสวีซี 
(Linear SVC: LSVC), เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคนาอีฟเบย์ และขั้นตอนสุดท้ายคือ 
การวัดประสิทธิภาพของเทคนิคที่นำมาสร้างแบบจำลองโดยวัดจากค่า ความถูกต้อง ค่าความแม่นยำ 
ค่าความระลึก และค่าเฉลี่ย โดยผลการทดลองพบว่าค่าความถูกต้องเทคนิคนาอีฟเบย์ มีมากที่สุดที่
ร้อยละ 84 ค่าความแม่นยำเทคนิคนาอีฟเบย์มีมากที่สุดที่ร้อยละ 80 ค่าความระลึกเทคนิคนาอีฟเบย์
และลีเนียเอสวีซีให้ประสิทธิภาพเท่ากันที่ร้อยละ 91 และค่าเฉลี่ย เทคนิคนาอีฟเบย์และ เทคนิคลีเนีย
เอสวีซีให้ประสิทธิภาพเท่ากันที่ร้อยละ 84 

Erik-Robert Kovacs และคณะ [33] ได้ศึกษาการทำเหมืองความคิดเห็น ของผู้ ใช้งาน 
ทวิตเตอร์ ที่มีความความคิดเห็นเกี่ยวกับเรื่อง วัคซีนโควิด-19 ว่ามีความคิดเห็นไปในทิศทางที่เป็นแง่
บวก ทิศทางที่เป็นแง่ลบ หรือทิศทางที่เป็นกลาง พร้อมทั้งจำแนกความคิดเห็นที่อาจเป็นความคิดเห็น
ของเพศหญิงหรือความคิดเห็นที่อาจเป็นเพศผู้ชายของผู้เขียน โดยเป็นความคิดเห็นของผู้ใช้งาน  
ทวิตเตอร์ ที่เป็นภาษาอังกฤษ โดยความคิดเห็นที่ได้มีแหล่งที่มาจากผู้ใช้งานทั่วโลกที่มีภาษาอังกฤษ
เป็นภาษาพูด เช่น สหรัฐอเมริกา แคนาดา สหราชอาณาจักร ไอร์แลนด์ ออสเตรเลีย นิวซีแลนด์ 
อินเดีย ปากีสถานและบังกลาเทศ อิสราเอล และประเทศในแอฟริกาหลายประเทศ จำนวน 
1,500,000 ที่มีการแสดงความคิดเห็นตั้งแต่วันที่ 30 มกราคม พ.ศ. 2563 จนถึง 30 พฤษจิกายน 
พ.ศ. 2565 โดยมีขั้นตอนการดำเนินการวิจัยได้แก่ ขั้นตอนการคัดเลือกข้อมูล โดยใช้ Twitter REST 
API ในการดึงข้อมูลความคิดเห็นจากทวิตเตอร์ และทำการระบุข้อมูลความคิดเห็นว่าเป็นของเพศชาย
หรือหญิง ขั้นตอนการเตรียมข้อมูล คือการทำความสะอาดคำ การลบความคิดเห็นที่ซ้ำ ลบอักขระ
พิเศษ ลบข้อความที่ซ้ำทำให้เหลือข้อมูลในการทดลอง  1,183,155 ขั้นตอนการสกัดคุณลักษณะด้วย
เทคนิค TF-IDF และ CV (CountVectorizer) ขั้นตอนการจำแนกความคิดเห็นเทคนิคเหมืองข้อมูล 
ได้แกม่ัลติโนเมียลนาอีฟเบย์ เทคนิคป่าสุ่ม เทคนิคซัพพอร์ตเวกเตอร์แมชชีนเทคนิคเครือข่ายประสาท
เทียมแบบฟีดฟอร์เวิร์ด (Feedforward Neural Network: FFNN) เทคนิคหน่วยความจำระยะยาว-
ระยะสั้น และขั้นตอนการประเมินผลวัดค่าความถูกต้องของการนำผลจากเทคนิคการสกัดคำทั้งสอง
ร่วมกับแต่ละเทคนิคการจำแนกความคิดเห็น ผลจากการทดลองพอว่าการใช้เทคนิค CV ร่วมกับ
เทคนิคซัพพอร์ตเวกเตอร์แมชชีนได้ค่าความถูกต้องมากท่ีสุดที่ร้อยละ 85.69 

Abhinav Kumar และคณะ [34] ได้ศึกษาการการทำเหมืองความคิดเห็นเพ่ือสร้างและ 
วัดประสิทธิภาพแบบจำลองในการจำแนกความคิดเห็นของผู้ใช้งานทวิตเตอร์ที่มีต่อวัคซีนโควิด ว่าเป็น
ความคิดเห็นที่สนับสนุนวัคซีนโควิด ความคิดเห็นที่ต่อต้านวัคซีนโควิด และความคิดเห็นที่เป็นกลาง
คือความคิดเห็นที่ไม่เอนเอียงไปในการสนับสนุนหรือต่อต้านวัคซีนโควิด-19  โดยข้อมูลความคิดเห็นที่
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เป็นความคิดเห็นของผู้ใช้งานบนโซเชียลมีเดียทวิตเตอร์จำนวน 2,792 ความคิดเห็น โดยมีขั้นตอนการ
ทำดำเนินการวิจัยได้แก่ ขั้นตอนการรวบรวมข้อมูลความคิดเห็นและเตรียมข้อมูลเป็นขั้นตอนที่คนหา
และนำความคิดเห็นมาเก็บรวบรวมไว้หลังจากนั้นจะกำจัดคำหยุด อีโมจิ เพ่ือให้ความคิดเห็นอยู่ใน
รูปแบบที่สามารถนำไปใช้กับโปรแกรมในการทดลองได้ ขั้นตอนการใช้แบบจำลองในการจำแนกโดย
ใช้เทคนิคต่างๆ ได้แก่ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคป่าสุ่ม เทคนิคLR เทคนิคเพ่ือนบ้าน
ใกล้ทีสุด เทคนิคนาอีฟเบย์ เทคนิคGB เทคนิคต้นไม้ตัดสินใจ เทคนิคAB และใช้เทคนิค BERT รวมกับ
เทคนิคหน่วยความจำระยะยาว-ระยะสั้น เพ่ือนำผลจากการใช้แบบจำลองมาวัดประสิทธิภาพในการ
จำแนก และขั้นตอนสุดท้ายคือการวัดประสิทธิภาพ โดยในงานวิจัยนี้ได้ใช้ค่า เฉลี่ยน ในการวัด
ประสิทธิภาพได้ค่าเฉลี่ย เป็นร้อยละ 88 

U.M.M.P.K. Nawarathne และคณะ [35] ทำการศึกษาการทำเหมืองความคิดเห็น เพ่ือ
เปรียบเทียบประสิทธิภาพการใช้เทคนิค Word Embedding รวมกับเทคนิคเหมืองข้อมูลในการสร้าง
แบบจำลองเพ่ือจำแนกความคิดเห็น ว่าเป็นความคิดเห็นเชิงบวก ความคิดเห็นเชิงลบหรือความ
คิดเห็นที่เป็นกลาง โดยความคิดเห็นที่นำมาใช้เป็นความคิดเห็นของผู้ใช้งานทวิตเตอร์ที่มีการพูดถึง  
โควิด-19 จำนวน 89,856 ความคิดเห็นที่เป็นภาษาอังกฤษ โดยมีขั้นตอนการดำเนินการวิจัย ได้แก่ 
ขั้นตอนการรวมรวมข้อมูล คือการนำข้อมูลความคิดเห็นมาจากโซเชียลมีเดียทวิตเตอร์ ขั้นตอนการ
เตรียมข้อมูล คือการจำกัดตัวเลข กำจัดอักขระพิเศษ กำจัดอิโมจิ ทำให้ข้อมูลความคิดเห็นอยู่ใน
รูปแบบที่เหมือสมกับการนำไปทดลอง ขั้นตอนการทำถุงคำและกำหนดคุณลักษณะให้กับคำว่ามีคำบง
ชี้ไปทางลบ ทางบวกหรือเป็นกลาง ขั้นตอนแปลงข้อมูลความคิดเห็นเป็นตัวเลข  โดยใช้เทคนิค  BoW 
เทคนิค TF-IDF เทคนิค Word2Vec เทคนิค BERT เทคนิค RoBERTa เทคนิค Glove โดยนำผลจาก
เทคนิคในขั้นตอนนี้ ไปใช้กับเทคนิคเหมืองข้อมูลในการสร้างแบบจำลองในขั้นตอนการสร้าง
แบบจำลอง โดยเทคนิคที่นำมาทดลองใช้ได้แก่ เทคนิคMNB เทคนิคป่าสุ่ม เทคนิคซัพพอร์ตเวกเตอร์
แมชชีน เทคนิคต้นไม้ตัดสินใจ เทคนิคหาเพ่ือนบ้านใกล้ที่สุด เทคนิคการถดถอยโลจิสติก เทคนิคการ
จำแนกเอ็กจีบูส และเทคนิคแคทบูส (CatBoost: CB) ขั้นตอนสุดท้ายคือการวัดประสิทธิภาพ โดยการ
ใช้เทคนิคแคทบูส ร่วมกับเทคนิค RoBERTa ให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 97 

Suboh Alkhushayni และคณะ [36] ทำการศึกษาความคิดเห็นของประชาชนต่อวัคซีน 
โควิด-19 ว่าเป็นความคิดเห็นเชิงลบ ความคิดเห็นเชิงบวก หรือความคิดเห็นเป็นกลาง ด้วยเทคนิค
เหมืองความคิดเห็น และวัดประสิทธิภาพของเทคนิคในการจำแนกความคิดเห็นจากค่าความถูกต้อง  
โดยใช้ข้อมูลจาก ทวิตเตอร์ที่เป็นภาษาอังกฤษจำนวน 701,032 ข้อความ ขั้นตอนการดำเนินการวิจัย
ได้แก่ ขั้นตอนการรวบรวมข้อมูล คือการใช้ โปรแกรมไพทอลในการดึงความคิดเห็นจากทวิตเตอร์ 
ขั้นตอนเตรียมข้อมูล ได้แก่ การนำข้อมูลดิบมาปรับปรุงให้อยู่ในรูปแบบที่เหมาะสมกับการทำไปทำ
การทดลองโดยการลบคำที่ไม่ใช้ ได้แก่ แฮชแทก อิโมจิ ยูอาแอล คำผิด ขั้นตอนการคัดเลือก
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คุณลักษณะ โดยใช้เทคนิคการทำถุงคำ และแปลงข้อมูลความคิดเห็นให้อยู่ในรูปแบบอาเรย์ โดยใช้
เทคนิค Count Vectorizer ใน Scikit-Learn และขั้นตอนวิเคราะห์ความคิดเห็นด้วยเทคนิคเหมือง
ความคิดเห็น ด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคต้นไม้ตัดสินใจ โดยผลการทดลองพบว่า
แบบจำลองในการจำแนกที่ให้ค่าความถูกต้องมากท่ีสุดคือ เทคนิคต้นไม้ตัดสินใจที่ร้อยละ 87 

Deepanshu Jindal และคณะ [37] ทำการศึกษาความคิดเห็นของผู้ใช้งานโซเชียลมีเดีย
เกี่ยวกับความคิดเห็นที่มีต่อ การล็อคดาว์นในอินเดีย ว่ามีความคิดเห็นเป็นเชิงลบหรือเชิงบวก โดยใช้
เทคนิคเหมืองความคิดเห็น โดยมีขั้นตอนการดำเนินการวิจัย 5 ขั้นตอน ได้แก่ ขั้นตอนแรกการ
คัดเลือกข้อมูลโดยนำข้อมูลความคิดเห็นมาจากทวิตเตอร์ โดยเลือกความคิดเห็น  ภาษาอังกฤษ 
จำนวนมากกว่า 10,000 ความคิดเห็น ที่มีแฮชแท็ค “#Indialockdown” โดยเป็นข้อมูลตั้งแต่วันที่ 
5 – 17 เมษายน 2563 โดยใช้ Tweepy API ในการดึงข้อมูล เมื่อได้ความคิดเห็นแล้วจะนำความ
คิดเห็นที่ได้ ไปใช้กับขั้นตอนที่สองการกำหนดกลุ่มประเภทความคิดเห็น โดยแบ่งเป็น 5 กลุ่ม ได้แก่ 
ความคิดเห็นเชิงบวกมาก ความคิดเห็นเชิงบวกปานกลาง ความคิดเห็นที่เป็นกลาง ความคิดเห็นเชิง
ลบปานกลาง และความคิดเห็นเชิงลบมาก ในขั้นตอนนี้จะใช้ TextBlob และ VARDER ซึ่งเป็นไลบรา
รี่ของโปรแกรมไพทอลช่วยในการจำแนกกลุ่มความคิดเห็น ขั้นตอนที่สามการเตรียมข้อมูลความ
คิดเห็น ซึ่งเป็นการนำข้อมูลความคิดเห็นมาทำความสะอาด เช่นการกำจัดคำหยุด สัญลักษณ์ เป็นต้น 
หลังจากนั้นจะนำข้อมูลความคิดเห็นไปกำหนดของเขตของคำ และทำการแปลงคำที่แบ่งได้แบ่ง
ขอบเขตแล้วให้อยู่ในรูปแบบพ้ืนฐานหรือรากของคำ ขั้นตอนที่สี่การทำเวกเตอร์ เป็นการนำข้อมูล
ความคิดเห็นมาแปลงเป็นตัวเลขโดยคำนวณจากความถี่ของคำที่พบ ขั้นตอนที่ห้าการจำแนกความ
คิดเห็นจากแบจำลองและวัดประสิทธิภาพ ซึ่งแบบจำลองได้นำเทคนิคเหมืองความคิดเห็นมาใช้ในการ
ทดลองจำนวน 8 เทคนิควิธีได้แก่ เทคนิคการถดถอยโลจิสติ, เบอร์นูลลีนาอีฟเบย์  (Bernoulli Naive 
Bayes: BNB), เทคนิคการจำแนกเอดาบูส (AdaBoost Classifier: ABC), เทคนิคเพอเซพตรอน 
(Perceptron: PT), มัลติโนเมียลนาอีฟเบย์, เทคนิคลีเนียเอสวีซี, เทคนิคการจำแนกแบบพาสซีฟอาก
รีเกรชัน (PassiveAggressiveClassifier: PAC), เทคการจำแนกนิคริดจ์   (RidgeClassifier: RC) 
เทคนิคเอนเซมเบิล (Ensemble: ES) โดยนำมาทดลองกับข้อมูลที่เป็นแบบ Unigram, Bigram, 
Trigram  พร้อมทั้งวัดประสิทธิภาพแบบจำลอง จากค่าความถูกต้อง ผลการทดลองพบว่าข้อมูลแบบ 
Unigram เทคนิคเอนเซมเบิล ที่นำมาใช้สร้างแบบจำลองให้ค่าความถูกต้องมากที่สุด ข้อมูลแบบ 
Bigram เทคนิค Passive Aggressive ที่นำมาใช้สร้างแบบจำลองให้ค่าความถูกต้องมากที่สุด ข้อมูล
แบบ Trigram เทคนิค เทคนิคการจำแนกเอดาบูส ที่นำมาใช้สร้างแบบจำลองให้ค่าความถูกต้องมาก
ที่สุด 

Bayan Abu Shawar และคณะ [38] ได้ทำการวิเคราะห์ความคิดของผู้ใช้งานโซเชียลมีเดีย ต่อ
วัคซีนโควิด-19 ว่ามีความคิดเห็นเป็นเชิงบวก ความคิดเห็นเชิงลบหรือมีความคิดเห็นที่เป็นกลาง โดยมี
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ขั้นตอนการดำเนินงานวิจัย 7 ขั้นตอน ขั้นตอนแรกเป็นการรวบรวมความคิดเห็น โดยเป็นการนำความ
คิดเห็นจากทวิตเตอร์ โดยค้นหาความคิดเห็นที่มีคำเกี่ยวข้องกับโควิด-19 และวัคซีนโควิด-19 ที่เป็น
ภาษาอังกฤษ ระหว่างวันที่ 9 สิงหาคม พ.ศ. 2563 ถึงวันที่ 27 เมษายน พ.ศ. 2564 ได้จำนวน 
276,724 ความคิดเห็น โดยใช้ Twitter API ในการรวบรวมข้อมูลความคิดเห็น ขั้นตอนเตรียมข้อมูล
เป็นขั้นตอนที่นำความคิดเห็นที่รวบรวมมาได้ไปซึ่งอยู่ในรูปแบบ JSON ปรับให้อยู่ในรูปแบบบรรทัด
เดียว ขั้นตอนการคำความสะอาดข้อมูลความคิดเห็น เป็นขั้นตอนที่นำความคิดเห็นที่ซ้ำกันออก และ
นำความคิดเห็นแต่ละความคิดนำมากำจัดช่องว่างออก ขั้นตอนการประมวลผลข้อความ เป็นขั้นตอนที่
นำความคิดเห็นแต่ละความคิดเห็นมาทำความสะอาดอีกครั้ง โดยการกำจัดคำหยุด วรรคตอน อีเมล 
ลิงค์ ออกและทำการแบ่งคำในแต่ละความคิดเห็นให้อยู่ในรูปแบบที่จะนำไปทดลองได้ ขั้นตอนการ
สำรวจข้อมูล ใช้แพนดาสไลบรารี่ เวิร์ดคลาว ของโปรแกรมไพทอล ในการจัดการกับข้อมูลเพ่ือหา
ความถี่ของคำในชุดข้อมูลและนำมาแสดงผลลัพท์  ขั้นตอนการหาพิกัดภูมิศาสตร์ เป็นการหาข้อมูล
ที่ตั้งที่เป็นแหล่งที่มาของความคิดเห็นเพ่ือนำไปแสดงค่าเฉลี่ยความคิดเห็นของในแต่ละพ้ืนที่ และ
ขั้นตอนสุดท้ายคือขั้นตอนการวิเคราะห์ความคิดเห็นเพ่ือหาว่าความคิดเห็นแต่ละความคิดเห็นนั้น  
ไปในทิศทางใด โดยใช้ TextBlob ที่เป็นไลบรารี่ของโปรแกรม Python ที่ใช้สำหรับประมวลผล
ภาษาธรรมชาติ เป็นเครื่องมือในการจำแนกความคิดเห็น โดยจากผลการทดลองพบว่า ความคิดเห็นที่
มีต่อวัคซีนโควิด-19 มากที่สุดเป็นความคิดเห็นที่เป็นกลางร้อยละ 60.83 รองลงมาเป็นความคิดเห็น
เชิงบวกร้อยละ 29.67 และน้อยที่สุดคือความคิดเห็นเชิงลบร้อยละ 9.5 

Yingying Mei และคณะ [39] ทำการศึกษาความคิดเห็นของผู้ ใช้งานทวิตเตอร์ ต่อโรค 
โควิด-19 ในช่วงที่มีการระบาด ผ่านโมเดล BERT และ Embedding ซึ่งเป็นเครื่องมือที่ใช้ในการ
ประมวลผลภาษา  โดยมีขั้นแรกในการดำเนินการวิจัยได้แก่การคัดเลือกข้อมูล โดยทำการเลือกความ
คิดเห็นจากทวิตเตอร์ จำนวน 10,000 ความคิดเห็น เป็นความคิดเห็นตั้งแต่วันที่ 1 มกราคม ถึง 
กุมภาพันธ์ พ.ศ. 2563 ซึ่งข้อมูลที่ทำการเก็บได้แก่ เวลาที่โพส ไอดีของผู้โพส ความคิดเห็น เมื่อได้
ความคิดเห็นแล้วนำความคิดเห็นที่ได้ไปใช้กับขั้นตอนการประมวลผล โดยประกอบด้วยการเลือก
ข้อความที่เกี่ยวข้อง การทำความสะอาดคำ การกำจัดคำหยุด ตัวเลข ที่ไม่ได้นำไปใช้ในการทดลอง 
เมื่อได้แปลงความคิดเห็นให้อยู่ในรูปแบบที่ต้องการแล้วจึงนำความคิดเห็นเข้าไปใช้ ขั้นตอนการ
ทดสอบการจำแนกความคิดเห็นกับแบบจำลอง ซึ่งเป็นขั้นตอนการใช้จำแนกความคิดเห็นว่าเป็น
ความคิดเห็นเชิงบวก ความคิดเห็นเชิงลบและความคิดเห็นที่เป็นกลาง โดยใช้ Keras Library และ
เปรียบเทียบการใช้โมเดล BERT และ Embedding ในการจำแนก ซึ่งผลการทดลองพบว่าการใช้
โมเดล BERT ให้ประสิทธิภาพในการจำแนกที่ดีกว่าและทำการแสดงผลการทดลองโดยการใช้งาน 
Wordcloud 
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Andreas Kanavos และคณะ [40]  ศึกษาความคิดเห็นของผู้ใช้งานทวิตเตอร์ เกี่ยวกับความ
คิดเห็น ความกังวลต่อโรคโควิด-19 ผ่านการแสดงความคิดเห็นจากการโพสต์ ด้วยเทคนิคการ
วิเคราะห์ความคิดเห็น ว่ามีความคิดเห็นเป็นบวก มีความคิดเห็นเป็นลบหรือความคิดเห็นเป็นกลาง 
รวมทั้งมีวัตถุประสงค์เพ่ือที่จะวัดประสิทธิภาพของเทคนิคเหมืองความคิดที่นำมาใช้ในการจำแนก
ความคิดเห็น ได้แก่เทคนิคโลจิสติกรีเกรชัน เทคนิคนาอีฟเบย์ เทคนิคมัลติเพอร์เซพชัน โดยมีขั้นตอน
ในการดำเนินงานวิจัยได้แก่ ขั้นตอนการเลือกข้อมูล จะเลือกข้อมูลจากทวิตเตอร์ ที่เก่ียวข้องกับโรคโค
วิด-19 โดยพิจารณาจากแฮชแท็กที่มีคำที่ เกี่ยวข้อง เป็นความคิดเห็นในช่วงวันที่  11  ถึง  14 
กรกฎาคม พ.ศ. 2565 จำนวน 30,000 ความคิดเห็น หลังจากทำการเตรียมข้อมูล ตรวจเช็คความ
คิดเห็นที่ซ้ำจะได้ข้อมูลที่พร้อมในการทดลอง จำนวน 22,954 ความคิดเห็น ขั้นตอนการฝึกฝนข้อมูล
เป็นการนำข้อมูลที่มีการระบุป้ายชื่อ จำนวน 1,600,000 รายการ และนำมาใช้งาน 250,000 ความ
คิดเห็น เพ่ือนำมาเป็นข้อมูลที่ใช้ในการฝึกกับแบบจำลอง และขั้นตอนวิเคราะห์ความคิดเห็นและการ
สรุปผลการทดลอง เป็นขั้นตอนที่ใช้เทคนิค Afinn, SenticNet, SentiWordNet, TextBlob ซึ่งเป็น
เทคที่ใช้ข้อมูลจากพจนานุกรมในการวิเคราะห์ความคิดเห็น รวมกับเทคนิคโลจิสติกรีเกรชัน เทคนิค
นาอีฟเบย์ เทคนิคมัลติเพอร์เซพชัน เป็นเทคเหมืองความคิดเห็นในการวิเคราะห์ความคิดเห็น เพ่ือ
จำแนกความคิดเห็น ซึ่งผลการทดลองพบว่าเทคนิคโลจิสติกรีเกรชัน ให้ค่าความถูกต้องมากท่ีสุด ร้อย
ละ 73.9 

Satoshi Fukuda และคณะ [41] ทำการศึกษาความคิดเห็นของผู้ใช้งานทวิตเตอร์ เกี่ยวกับโรค
โควิด-19 โดยศึกษาจากความคิดเห็นที่หัวข้อเกี่ยวกับความวิตกกังวลจากการระบาดของโรค 
โควิด-19 เพ่ือค้นหาวว่ามีความคิดเห็นเป็นบวกหรือความคิดเห็นเป็นลบ โดยมีขั้นตอนในการ
ดำเนินการวิจัยได้แก่ การเลือกความคิดเห็นจากความคิดเห็นที่โพสในทวิตเตอร์ในประเทศญี่ปุ่น เป็น
ความคิดเห็นตั้งแต่วันที่ 1 กุมภาพันธ์ พ.ศ. 2563 ถึง วันที่  31 พฤษภาคม พ.ศ. 2565 จำนวน ความ
คิดเห็นใหม่ 31,530 ความคิดเห็น และเป็นความคิดเห็นตอบ 2,780,110 ความคิดเห็น ขั้นตอน
วิเคราะห์ความคิดเห็นจากแบบจำลองของความคิดเห็นใหม่ โดยใช้โมเดล Embedding และ เทคนิค 
BERTopic ในการวิเคราะห์ความคิดเห็น ขั้นตอนการวิเคราะห์ความคิดเห็นจากความคิดเห็นที่ตอบ 
โดยใช้เทคนิค BERT ในการจำแนกความคิดเห็น และขั้นตอนการแสดงผลการทดลอง โดยผลการ
ทดลองความคิดเห็นที่เป็นบวกมีค่าความแม่นยำร้อยละ 78.0  ค่าความระลึกร้อยละ 79.9 ความ
คิดเห็นที่เป็นลบมีค่าความแม่นยำร้อยละ 72.7  ค่าความระลึกร้อยละ 75.6  

Shafin Ahamed และคณะ [42] ทำการเปรียบเทียบประสิทธิภาพของการใช้เทคนิคเหมือง
ความคิดเห็น ในการจำแนกความคิดเห็นต่อวัคซีนโควิด-19 จากความคิดเห็นบนเฟสบุคของผู้ใช้งาน
จากประเทศบังกลาเทศ ว่ามีความคิดเห็นที่เป็นบวก มีความคิดเห็นที่เป็นลบหรือมีความคิดเห็นที่เป็น
กลาง โดยมีขั้นตอนในการการคัดเลือกข้อมูล โดยเป็นข้อมูลความคิดเห็นที่เป็นภาษาบังกลาเทศ
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จำนวน 1700 ความคิดเห็น ขั้นตอนการเตรียมข้อมูล คือการกำหนดคลาสจัดทำดัชนีให้กับคำ โดยใช้ 
TFIDF ขั้นตอนการใช้งานแบบจำลอง เป็นการนำข้อมูลความคิดเห็นมาใช้กับแบบจำลองเพ่ือวัด
ประสิทธิภาพของแบบจำลองในการจำแนกความคิดเห็น โดยใช้เทคนิคโลจิสติกรีเกรชัน เทคนิคป่าสุ่ม 
เทคนิคเพ่ือนบ้านใกล้ที่สุด เทคนิคซัพพอร์ตเวกเตอร์แมชชีน โดยผลจากการทดลองพบว่าเทคนิคซัพ
พอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องร้อยละ 52.25 เทคนิคโลจิสติกรีเกรชันและป่าสุมให้ค่าความ
ถูกต้อง 62.16 และเทคนิคที่ให้ค่าความถูกต้องมากที่สุดคือเทคนิคเพ่ือนบ้านใกล้ที่สุด ให้ค่าความ
ถูกต้องร้อยละ 63.06 

Abdessamad Essaidi และคณะ [43] ได้ทำการวิเคราะห์ความคิดของผู้ใช้งานทวิตเตอร์ ที่มี
ความตื่นตระหนกต่อโรคโควิด-19 โดยมีวัตถุประสงค์เพ่ือศึกษาและเปรียบเทียบการใช้เทคนิคเหมือง
ความคิดเห็นในการจำแนกความรู้สึก โดยขั้นตอนการดำเนินการวิจัย ได้แก่การรวบรวมข้อมูลความ
คิดเห็นที่มีความเกี่ยวข้องกับโรคโควิด-19 ขั้นตอนการเตรียมข้อมูล เป็นขั้นตอนการจัดการความ
คิดเห็นแต่ละความคิดเห็นให้สามารถนำไปใช้ในการทดลองได้ ได้แก่การกำจัดคำหยุด การแก้ไข
ตัวอักษรเล็กใหญ่ การแก้ไขคำที่ผิด ขั้นตอนการลบความคิดเห็นที่ซ้ำ ขั้นตอนการวิเคราะห์ข้อมูล โดย
เป็นการทดลองการนำความคิดเห็นไปทดลองกับแบบจำลองที่สร้างจากเทคนิคเหมืองความคิดเห็น
ด้วยโปรแกรม WEKA และขั้นตอนการแสดลผลการทดลอง โดยผลการทดลองพบว่าเทคนิคมัลติเพอร์
เซ็ปชันให้ค่าความถูกต้องร้อยละ 97 เทคนิคนาอีฟเบย์ให้ค่าความถูกต้องร้อยละ96 เทคนิคป่าสุ่มให้
ค่าความถูกต้องร้อยละ 95 และเทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องมากที่สุด 
ร้อยละ 99 

Priya และคณะ [44] ได้ทำการวิเคราะห์ความคิดของผู้ใช้งานโซเซียล ที่มีต่อวัคซีนโควิด-19 ว่า
มีความคิดเห็นที่เป็นลบ ความคิดเห็นที่เป็นบวกหรือความคิดเห็นที่เป็นกลาง และทำการเปรียบเทียบ
ประสิทธิภาพของแบบจำลองจากเทคนิคเหมืองความคิดในการจำแนกความคิดเห็น โดยวัดปรสิทธิ
ภาพการทดลองจากค่า F1-Score โดยขั้นตอนการดำเนินงานวิจัยได้แก่ ขั้นตอนการคัดเลือกข้อมูล 
โดยเป็นข้อมูลความคิดเห็นบนทวิตเตอร์เกี่ยวกับวัคซีนโควิด-19 จำนวน 125,906 ความคิดเห็นที่
รวบรวมไว้ในเว็บไซต์ Kaggle โดยข้อมูลที่ ได้จะใช้ในการฝึกฝนแบบจำลองร้อยละ 80 และ 
ทดสอบใช้ร้อยละ 20 ของข้อมูล ขั้นวิเคราะห์ข้อมูลโดยใช้ Tweepy ไลบรารี่  ของโปรแกรม 
ไพทอลในจัดหมวดหมู่ความคิดเห็น ขั้นตอนเตรียมข้อมูลและกำหนดป้ายความคิดเห็น ประกอบไป
ด้วยการทำความสะอาดความคิดเห็นและแบ่งคลาสให้กับข้อมูลความคิดเห็นว่าความคิดเห็นที่เป็นลบ 
ความคิดเห็นที่เป็นบวกหรือความคิดเห็นที่เป็นกลาง ขั้นตอนการจำแนกข้อมูลความคิดเห็นด้วยการใช้
เทคนิคเหมืองความคิดเห็น ได้แก่ เทคนิค VAE-GANs เทคนิคเครือข่ายประสาทเทียมแบบคอนโวลูชัน 
(Convolutional Neural Network :CNN) เทคนิคหน่วยความจำระยะยาว -ระยะสั้น  เทคนิค  
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Bi-LSTM ผลการทดลองพบว่าเทคนิค VAE-GANs เป็นเทคนิคที่มีประสิทธิภาพมากที่สุดโดยให้ค่า
แม่นยำร้อยละ 94 ค่าความระลึกร้อยละ 95 และค่า F1-Score ร้อยละ 95 

Raghubir Singh และคณะ [45] ได้ทำการวิเคราะห์ความคิดเห็น ที่มีต่อแอปพลิเคชันติดตาม
การติดเชื้อโควิด-19 จากความคิดเห็นของผู้ใช้งานทวิตเตอร์ ว่ามีความคิดเห็นเป็นบวกหรือมีความ
คิดเห็นเป็นลบโดยแบ่งความคิดเห็นออกเป็น 3 ประเทศ ได้แก่ ประเทศอังกฤษ ประเทศสหรัฐอเมริกา 
และประเทศอินเดีย และทำการจำแนกความคิดเห็นด้วยเทคนิคเหมืองความคิดเห็นโดยใช้ ซัพพอร์ต
เวกเตอร์แมชชีน รวมกับเทคนิค TextBlob  และ ซัพพอร์ตเวกเตอร์แมชชีน รวมกับเทคนิค VADER 
ในการจำแนกความคิดเห็นและวัดประสิทธิภาพจากค่าความถูกต้อง ค่าความแม่นยำ ค่าความระลึก
และค่า F1-Score มีขั้นตอนการดำเนินการวิจัยได้แก่ การคัดเลือกข้อมูลความคิดเห็น โดยใช้ Twitter 
API ในการคัดเลือกความคิดเห็นตั้งแต่วันที่ 1 พฤษภาคม พ.ศ. 2563 ถึง 31 ธันวาคม พ.ศ. 2564 
เฉพาะภาษาอังกฤษ มีที่มาของความคิดเห็นจาก ประเทศอังกฤษ ประเทศสหรัฐอเมริกา และประเทศ
อินเดีย จำนวน 5,500 ความคิดเห็น และหลังจากลบความคิดเห็นที่เป็นกลางออก จะเหลือความ
คิดเห็นจำนวน 2,645 ความคิดเห็น ขั้นตอนการเตรียมข้อมูลก่อนการประมวลผล เป็นขั้นตอน 
การทำความสะอาดคำลบอักขระพิเศษ ลบเครื่องหมาย แก้ไขคำที่ผิด รวมทั้งการใช้เทคนิค  
Count-Vectorizer และ TF-IDF แปลงข้อมูลเพ่ือนำไปใช้กับแบบจำลองในการจำแนกความคิดเห็น 
ขั้นตอนการทดสอบประสิทธิภาพแบบจำลอง คือการนำข้อมูลทดสอบผ่านแบบจำลอง จากผลการ
ทดลองพบว่าเทคนิคซัพพอร์ตเวกเตอร์แมชชีน รวมกับเทคนิค VADER  ให้ประสิทธิภาพสูงที่สุดโดย
ให้ค่าความถูกต้องร้อยละ 83.3 ค่าความแม่นยำร้อยละ 84 ค่าความระลึกร้อยละ 83 และค่า  
F1-Score ร้อยละ 82 

Mary Jane C. Samonte และคณะ [46] ทำการศึกษาเปรียบเทียบประสิทธิภาพแบบจำลอง
สำหรับการการจำแนกความคิดเห็นด้วยเทคนิคเหมืองข้อมูล โดยใช้ข้อมูลความคิดเห็นของผู้ใช้งาน
ทวิตเตอร์ที่แสดงความคิดเห็นเกี่ยวกับโรคโควิด-19 ว่ามีความคิดเห็นที่เป็นบวก หรือความคิดเห็นที่
เป็นลบ ขั้นตอนในการดำเนินการวิจัยได้แก่ ขั้นตอนการคัดเลือกข้อมูล โดยในขั้นตอนนี้ทำการเลือก
ความคิดเห็นจากทวิตเตอร์แล้วนำมาทำความสะอาดคำ ลบสัญลักษณ์ ลิงค์ ตัวเลข ลบคำหยุด แล้วนำ
ความคิดเห็นมาระบุว่าเป็นความในกลุ่มใด ซึ่งได้ทั้งหมด 5 กลุ่ม ได้แก่ ความคิดเห็นที่เป็นบวกมาก 
6,624 ความคิดเห็น ความคิดเห็นที่เป็นบวกจำนวน 11,422 ความคิดเห็น ความคิดเห็นที่เป็นกลาง
จำนวน 7,713 ความคิดเห็น ความคิดเห็นที่เป็นลบ 9,917 ความคิดเห็น และความคิดเห็นที่เป็นลบ
อย่างชัดเจน 5,481 ความคิดเห็น และแปลงข้อมูลให้เป็นตัวเลขเพ่ือนำไปทดลองกับแบบจำลองเพ่ือ
ทำการจำแนกความคิดเห็น ขั้นตอนการนำข้อมูลความคิดเห็นไปทำการจำแนกความคิดเห็นด้วย
แบบจำลองจากเทคนิคเหมืองความคิดเห็น โดยเทคนิคที่นำมาใช้ได้แก่เทคนิคเครือข่ายประสาทเทียม
แบบคอนโวลูชัน ใช้งานรวมกับเทคนิคหน่วยความจำระยะยาว-ระยะสั้น เรียกว่าโมเดลไฮบริด เทคนิค
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เครือข่ายประสาทเทียมแบบคอนโวลูชัน อย่างเดียว และเทคนิคหน่วยความจำระยะยาว-ระยะสั้น
อย่างเดียว ขั้นตอนการทดสอบประสิทธิภาพ ใช้ค่าความถูกต้อง ที่ได้จากการนำข้อมูลความคิดเห็นมา
ฝึกฝนและทดสอบกับแบบจำลอง เพ่ือนำเป็นค่าที่ใช้เลือกว่าแบบจำลองใดมีประสิทธิภาพมากกว่า 
ขั้นตอนการเปรียบเทียประสิทธิภาพระหว่างแบบจำลอง โดยผลการทดลองพบว่าโมเดลไฮบริด ที่ใช้
เทคนิคเครือข่ายประสาทเทียมแบบคอนโวลูชัน รวมกับเทคนิคหน่วยความจำระยะยาว-ระยะสั้นให้ค่า
ความถูกต้องมากที่สุดที่ร้อยละ 84.72 

Milind Shah และคณะ [47] ทำการศึกษาความคิดเห็นของผู้ใช้งานทวิตเตอร์เกี่ยวกับวัคซีน 
โควิด-19 ของไฟเซอร์ (Pfizer) โดยใช้เทคนิคเหมืองความคิดเห็นนำมาจำแนกความคิดเห็นว่าเป็น
ความคิดเห็นต่อวัคซีนที่เป็นบวก ความคิดเห็นที่เป็นลบ หรือว่ามีความคิดเห็นต่อวัคซีนที่เป็นกลาง 
และมีวัตถุประสงค์ที่จะทดสอบประสิทธิภาพเทคนิคที่นำมาใช้ในการสร้างแบบจำลอง โดยเทคนิคที่
นำมาใช้ได้แก่เทคนิคการถดถอยโลจิสติก เทคนิคการถดถอยโลจิสติกที่มีการปรับแต่ง เทคนิค 
ซัพพอร์ตเวกเตอร์แมชชีน และเทคนิคซัพพอร์ตเวกเตอร์แมชชีนที่มีการปรับแต่ง ขั้นตอนในการ
ดำเนินการวิจัยได้แก่การรวบรวมข้อมูลความคิดเห็นโดยเป็นความคิดเห็นจากทวิตเตอร์ที่ เป็น
ภาษาอังกฤษ โดยเป็นข้อมูลที่มีเนื้อหาเกี่ยวกับ “Pfizer” และ “BioNTech” ขั้นตอนการประมวลผล 
เป็นขั้นตอนที่นำความคิดเห็นมาทดสอบกับแบบจำลอง และขั้นตอนการวัดประสิทธิภาพ โดยใช้ค่า
ความถูกต้องที่ได้จากการทดสอบความคิดเห็นจากแบบจำลอง ในการวัดประสิทธิภาพว่าเทคนิคใดมี
ประสิทธิภาพ โดยผลการทดลองพบว่าเทคนิคการถดถอยโลจิสติกให้ค่าความถูกต้องร้อยละ 84.64  
เทคนิคการถดถอยโลจิสติกที่มีการปรับแต่งให้ค่าความถูกต้องร้อยละ 85.92 เทคนิคซัพพอร์ต
เวกเตอร์แมชชีนให้ค่าความถูกต้องร้อยละ 87.34 เทคนิคซัพพอร์ตเวกเตอร์แมชชีนที่ปรับแต่งให้ค่า
ความถูกต้องร้อยละ 87.58 

Bura Vijay Kumar และคณะ [48] ทำการศึกษาความคิดเห็นของผู้ใช้งานทวิตเตอร์เกี่ยวโรค
โควิด-19 ด้วยเทคนิคเหมืองข้อมูล ว่ามีความคิดเห็นที่เป็นลบหรือเป็นความคิดเห็นที่เป็นบวก พร้อม
ทั้งทำการวัดประสิทธิภาพเทคนิคเหมืองข้อมูลที่นำมาสร้างแบบจำลองในการจำแนกความคิดเห็น 
โดยขั้นตอนการดำเนินการวิจัย ได้แก่ การคัดเลือกข้อมูล โดยเป็นข้อมูลความคิดเห็นของผู้ใช้งานทวิต
เตอร์ที่มีข้อความเกี่ยวกับโรคโควิด -19 เช่น “lockdown”, “covid”, “coronavirus” เป็นต้น 
จำนวนความคิดเห็นทั้งหมด 3,100 ความคิดเห็น ขั้นตอนการเตรียมข้อมูล เป็นขั้นตอนการนำความ
คิดเห็นมาทำให้อยู่ในรูปแบบที่สามารถนำไปใช้ทดลองกับแบบจำลองได้ ได้แก่ การทำความสะอาดคำ 
การลบตัวเลข การแก้ไขคำที่ผิด ขั้นตอนการคัดเลือกคุณลักษณะ โดยใช้เทคนิค TF-IDF และจัดการ
ความคิดเห็นให้อยู่ในรูปแบบเพ่ือนำเข้าไปใช้กับแบบจำลอง ขั้นตอนการจำแนกความคิดเห็นด้วย
เทคนิคเหมืองความคิดเห็น ได้แก่เทคนิคนิวรัลเน็ตเวิร์กแบบวนกลับ (Recurrent Neural Network : 
RNN) เทคนิคหน่วยความจำระยะยาว-ระยะสั้น เทคนิคเกทรีเคอเรนยูนิท (Gated Recurrent Unit:  
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GRU) เท คนิ ค ไบ ได เรคชั น แนล นิ ว รั ล เน็ ต เวิ ร์ กแบ บวน กลั บ  (Bidirectional RNN: BRNN)  
เทคนิคเอนเซมเบิลและขั้นตอนการวัดประสิทธิภาพจากค่าความถูกต้องที่ได้จากผลการนำความ
คิดเห็นไปฝึกฝนและเรียนรู้กับแบบจำลอง โดยผลการทดลองพบว่าเทคนิคนิวรัลเน็ตเวิร์กแบบวนกลับ
ให้ค่าความถูกต้องร้อยละ 89.7 เทคนิคหน่วยความจำระยะยาว-ระยะสั้นให้ค่าความถูกต้องร้อยละ 
92.4 เทคนิคเกทรีเคอเรนยูนิทให้ค่าความถูกต้องร้อยละ 94.6 เทคนิคไบไดเรคชันแนลนิวรัลเน็ตเวิร์
กแบบวนกลับให้ค่าความถูกต้องร้อยละ 96.8 เทคนิคเอนเซมเบิล ให้ค่าความถูกต้องมากที่สุดที่ 
ร้อยละ 98.5 

Chrysoula Dontaki และคณะ [49] ทำการศึกษาความคิดเห็นของผู้ใช้งานโซเชียลมีเดียต่อ
การฉีดวัคซีนโควิด-19 และความชื่อชอบต่อวัคซีนของแต่ละผู้ผลิต ด้วยเทคนิคเหมืองความคิด โดย
แยกเป็นข้อมูลจากประเทศอังกฤษและข้อมูลจากประเทศกรีซ แยกข้อมูลตามฤดูกาลได้แก่ฤดูร้อน
และฤดูหนาว พร้อมทั้งทำการวัดประสิทธิภาพของเทคนิคที่นำมาใช้ในการสร้างแบบจำลองในการ
จำแนกความคิดเห็น ได้แก่เทคนิคการจำแนกเอ็กจีบูส (XGBoost Classifier :XGB)  เทคนิคการ
ถดถอยโลจิสติก เทคนิคต้นไม้ตัดสินใจ เทคนิคป่าสุ่ม เทคนิคซัพพอร์ตเวคเตอร์แมชชีน โดยมีขั้นตอน
การดำเนินการวิจัย ได้แก่ ขั้นตอนการคัดเลือกข้อมูล โดยเป็นการคัดเลือกข้อมูลจากทวิตเตอร์ ตั้งแต่
วันที่ 25 พฤษภาคม พ.ศ. 2565 ถึงวันที่ 30 พฤศจิกายน พ.ศ. 2565 เป็นความคิดเห็นจากประเทศ
อังกฤษจำนวน 246,626 ความคิดเห็น และความคิดเห็นจากประเทศกรีซจำนวน 99,315 ความ
คิดเห็น โดยใช้ API keys provided จาก Twitter Developer Account ขั้นตอนการเก็บข้อมูลใช้ 
Pandas ซึ่งเป็นไลบรารีของ Python แยกข้อมูลที่มาจากประเทศอังกฤษและประเทศกรีซแล้วนำ
ข้อมูลความคิดเห็นไปเก็บไว้ในโปรแกรมฐานข้อมูล MySQL ขั้นตอนการเตรียมข้อมูล เป็นขั้นตอนใน
การจัดการกับข้อมูลความคิดเห็นแต่ละความคิดเห็นให้อยู่ในรูปแบบที่เหมาะกับการแปลงข้อมูลแล้ว
นำไปทดลอง ได้แก่การ ลบความคิดเห็นที่ซ้ำ กำจัดคำยุด ลบสัญลักษณ์ ลบลิงค์ออก และปรับแก้คำที่
สะกดผิดให้ถูกต้อง ขั้นตอนการคัดเลือกคุณลักษณะเป็นขั้นตอนแปลงความคิดเห็นให้สามารถนำไป
ทดลองกับแบบจำลองได้ ซึ่งได้นำเทคนิค TextBlob และ VADER หลังจากแปลงข้อมูลแล้วจะนำ
ข้อมูลไปทดลองการใช้กับแบบจำลอง ในขั้นตอนการสร้างแบบจำลองและวัดประสิทธิภาพ ใช้ค่า
ความถูกต้องและค่า F1-Score ในการวัดประสิทธภาพของแบบจำลองพบว่าข้อมูลความคิดจาก
ประเทศอังกฤษ ที่เป็นฤดูร้อน โดยใช้เทคนิคต้นไม้ตัดสินใจร่วมกับ TextBlob ให้ค่าความถูกต้องและ 
F1-Score ให้ผลการทดลองดีที่สุดที่ร้อยละ 97.99 และ 97.98 ข้อมูลจากประเทศกรีซ ที่เป็นฤดู
หนาว เทคนิคต้นไม้ตัดสินใจร่วมกับ TextBlob ให้ค่าความถูกต้องและ F1-Score ให้ผลการทดลองดี
ที่สุดที่ร้อยละ 99.92 และ 99.92 

Praveen Tumuluru และคณะ [50] ศึกษาการวิเคราะห์ความคิดเห็นด้วยเทคนิคเหมืองความ
คิดเห็น และทำการเปรียบเทียบแบบจำลองจากเทคนิคเหมืองความคิดเห็น โดยความคิดเห็นที่
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นำมาใช้เป็นความคิดเห็นเกี่ยวกับเกี่ยวกับความวิตกกังวลต่อโรคโควิด-19 ว่ามีความคิดเห็นที่เป็นบวก 
ความคิดเห็นที่เป็นลบ หรือความคิดเห็นที่ เป็นกลาง ของผู้ใช้งานทวิตเตอร์ โดยมีขั้นตอนการ
ดำเนินการวิจัย ได้แก่ ขั้นตอนการเตรียมโปรแกรมและอุปกรณ์ในการดำเนินงานวิจัยเลือกใช้
โปรแกรมไพทอล PyTorch Open-Source Framework รวมกับกราฟฟิกการ์ดในการประมวลผล
แบบจำลอง  ขั้นตอนคัดเลือกความคิดเห็น เลือกใช้ความคิดเกี่ยวกับความกังวลเรื่องโรคโควิด-19 
เฉพาะภาษาอังกฤษ จากทวิตเตอร์ จำนวน 44,000 ความคิดเห็น พร้อมทั้งแบ่งกลุ่มความคิดเห็น 
ขั้นตอนการเตรียมข้อมูล เป็นการปรับแต่งแต่ละความคิดเห็นให้อยู่ในรูปแบบที่เหมาะสมต่อการ
นำไปใช้ในการทดลอง ได้แก่ การลบความคิดเห็นที่ซ้ำ การลบคำที่ไม่ใช่ภาษาอังกฤษ และทำการแยก
คำแต่ละคำออกจากกันพร้อมกับคัดเลือกคุณลักษณะเพ่ือแปลงความคิดเห็นเพ่ือนำไปใช้กับ
แบบจำลอง ขั้นตอนการคัดแยกความคิดเห็นด้วยแบบจำลอง ใช้เทคนิค ทรานฟอร์มเอ็กแอล 
(Transformer-XL: TXL) เทคนิคโรเบิร์ตเอ (RoBERTa: RBA) เทคนิคเอ็กจีบูส และขั้นตอนการวัด
ประสิทธิภาพใช้ค่าความถูกต้องที่ได้จากการนำความคิดเห็นนำไปจำแนกผ่านแบบจำลอง ผลการ
ทดลองพบว่าเทคนิคทรานฟอร์มเอ็กแอลให้ค่าความถูกต้องร้อยละ 82.4 เทคนิคโรเบิร์ตเอให้ค่าความ
ถูกต้องร้อยละ 84 เทคนิคที่ ให้ค่าความถูกต้องมากที่สุด เทคนิคเอ็กจีบูสให้ค่าความถูกต้อง 
ร้อยละ 87.2 

Staphord Bengesi และคณะ [51] ศึกษาการจำแนกความคิดเห็นด้วยเทคนิคเหมืองความ
คิดเห็น โดยใช้ข้อมูลความเกี่ยวกับความกังวลฝีดาษลิง (Monkeypox) จากความคิดเห็นหลายภาษา
ว่ามีการแสดงความคิดเห็นบนทวิตเตอร์ไปในทิศทางที่มีความคิดเห็นเป็นบวก ความคิดเห็นเป็นลบ
หรือความคิดเห็นที่เป็นกลาง โดยมีขั้นตอนการดำเนินการวิจัยได้แก่ การศึกษาเพ่ือหาเทคนิคและ
ขั้นตอนที่จะนำมาใช้ในการจำแนกความคิดเห็นด้วยเทคนิคเหมืองความคิดเห็น ขั้นตอนการคัดเลือก
ความคิดเห็น ใช้ Twitter API และ Tweepy ไลบรารี่ของโปรแกรมไพทอลในการค้นหาความคิดเห็น 
โดยเลือกความคิดเห็นที่เกี่ยวข้องกับโรคฝีดาษลิงเช่น ความคิดเห็นที่มีแฮชแทก “#monkeypox” 
เมื่อได้ความคิดเห็นแล้วจะนำไปเก็บไว้กับไฟล์ชนิด CSV ซึ่งหากความคิดเห็นใดไม่ใช่ความคิดเห็นที่
เป็นภาษาอังกฤษจะใช้บริการ กูเกิลทรานสเลท (Google Translate API) ในการแปลความคิดเห็นให้
เป็นภาษาอังกฤษ เลือกความคิดเห็นตั้งแต่เดือนกรกฏาคม พ.ศ. 2565 ถึงเดือนกันยายน พ.ศ. 2565 
ได้จำนวนมากกว่า 500,000 ความคิดเห็นและเมื่อนำความคิดเห็นที่ซ้ำออกจะได้ความคิดเห็นจำนวน 
107,000 ความคิดเห็นที่ไม่ซ้ำกัน ขั้นตอนการเตรียมข้อมูลเป็นขั้นตอนในการทำความสะอาดคำ 
กำจัดคำหยุด ลบสัญลักษณ์ แยกคำแต่ละคำในแต่ละความคิดเห็นออกจากกันและแก้ไขคำผิดให้
ถูกต้องโดยอ้างอิงจากดิกชินารี (Dictionary) ขั้นตอนการสำรวจชุดข้อมูลเป็นขั้นตอนในการคัดเลือก
คำคุณลักษณะที่สื่อความหมายไปในแง่ลบหรือบวกชัดเจน และหาความถี่ที่เกิดขึ้น พร้อมทั้งแสดง
ความถี่ของคำที่พบผ่านเวิร์ดคลาวด์ (Word Cloud) ขั้นตอนการกำหนดป้ายให้กับความคิดเห็น เป็น
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ขั้นตอนระบุว่าความคิดเห็นใดมีทิศทางไปแง่บวก แง่ลบหรือเป็นกลาง โดยใช้เทคนิค VARDER และ 
TextBlob ขั้นตอนการแปลงข้อมูล เป็นการแปลคำแต่ละคำในแต่ละความคิดเห็นให้เป็นตัวเลขเพ่ือ
สามารถนำไปใช้ในแบบจำลอง ในขั้นตอนนี้จะใช้เทคนิค CV และเทคนิค TF-IDF ดำเนินการ ขั้นตอน
การสร้างและทดลองกับแบบจำลอง จะนำเทคนิคเหมืองความคิดเห็นมาสร้างแบบจำลองในการ
จำแนกความคิดเห็น ได้แก่  เทคนิคการถดถอยโลจิสติก  เทคนิคนาอีฟเบย์  เทคนิคป่ าสุ่ ม  
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคเพอร์เซปตรอนแบบหลายชั้น เทคนิคเอ็กจีบูส และขั้นตอน
การวัดประสิทธิภาพแบบจำลอง ใช้ค่าความถูกต้องที่ได้จากการนำความคิดเห็นที่ผ่านเทคนิคใน
ขั้นตอนต่างทดลองกับแบบจำลอง ผลการทำลองพบว่า การใช้เทคนิค CV รวมกับแบบจำลองที่ใช้
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ค่าความถูกต้องมากที่สุดร้อยละ 93.48  
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บทที่ 3 
วิธีดำเนินการวิจัย 

 

ในการดำเนินการวิจัยที่เกี่ยวกับการวิเคราะห์ความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด -19 
ผู้วิจัยได้นำกระบวนการทำเหมืองความคิดเห็นมาใช้  ซึ่งมี 5 ขั้นตอน ได้แก่ การรวบรวมข้อมูล  
(Data Collection) การเตรียมข้อมูล (Text Preprocessing) การสร้างคุณลักษณะ (Features 
Generation) การสร้างแบบจำลองเพ่ือการจำแนก (Modeling) การแปลผลและการประเมินผล  
(Interpretation/Evaluation) โดยมีรายละเอียด ดังภาพที่ 3.1 

 

 
ภาพที่ 3.1 ขั้นตอนการทำเหมืองความคิด 
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3.1 การรวบรวมข้อมูล 
การรวบรวมข้อมูลในงานวิจัยนี้ได้ทำการเลือกข้อมูลเพ่ือนำมาทำการวิเคราะห์ความคิดเห็นของ

คนไทย การฉีดวัคซีนสำหรับเด็กอายุ 5 – 11 ปี จะนำข้อมูลมาจากโซเชียลมีเดีย ได้แก่ TikTok 
YouTube และ Pantip โดยเป็นข้อมูลที่อยู่ในส่วนกระทู้ที่เกี่ยวข้องกับข้อมูล การฉีดวัคซีนสำหรับ
เด็กที่มีอายุ 5 – 11 ปี และเลือกเอาข้อมูลที่เป็นความคิดเห็น (Comment) ที่แสดงไว้ในกระทู้นั้นๆ 
จำนวนทั้งหมด 2,509 ความคิดเห็น ตั้งแต่วันที่ 1 กันยายน 2561 ถึงวันที่ 31 มกราคม 2563  ดัง
แสดงในภาพที่ 3.2 เป็นการเก็บข้อมูลจากยูปทูป และภาพที่ 3.3 เป็นการเก็บข้อมูลจากติ๊กตอก แล้ว
ใช้ โป รแกรม  Web Scraper Chrome extension ดึ งข้ อ มู ล จ าก เว็ บ ไซต์ ไป เก็ บ ไว้ ที่  ไฟ ล์
ไมโครซอฟท์เอ็กเซล ดังภาพที่ 3.4 
 

 
ภาพที่ 3.2 การเก็บข้อมูลจากยูทูป 
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ภาพที ่3.3 การเก็บข้อมูลจากติ๊กตอก 

 

 
ภาพที่ 3.4 ตัวอย่างความคิดเห็นที่เก็บรวบรวมจากเครือข่ายสังคมออนไลน์ 

 
3.2 การเตรียมข้อมูล 

การเตรียมข้อมูลของงานวิจัยนี้เป็นขั้นตอนที่นำเอาข้อมูลความคิดเห็นที่นำมาจากขั้นตอนการ

เลือกข้อมูล มาปรับให้อยู่ในรูแบบที่เหมาะสมที่สามารถวิเคราะห์และใช้กับเครื่องมือที่นำมาช่วยใน

การวิเคราะห์ มีข้ันตอนดังนี้ 

3.2.1 การกลั่นกรองข้อมูลเป็นการจัดเตรียมข้อมูลให้อยู่ในรูปแบบที่เหมาะสมต่อการวิเคราะห์
และจัดการด้วยโปรแกรมที่จะใช้ในการวิเคราะห์ โดยประกอบด้วยขั้นตอน การแก้ไขคำที่
ผิด กำจัดตัวเลข กำจัดสัญลักษณ์ และกำจัดช่องว่างออกไป โดยในขั้นตอนนี้จะนำข้อมูล
เข้าสู่โปรแกรมไมโครซอฟท์เอ็กเซล และดำเนินการเตรียมข้อมูล ดังภาพที่ 3.5 
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ภาพที่ 3.5 ความคิดเห็นก่อนและหลังทำกระบวนการกลั่นกรอง 

 
3.2.2 การตัดคำ เป็นการนำข้อมูลที่ได้จากขั้นตอนการกลั่นกรองข้อมูลมาตัดคำและจำกัดคำ

หยุด โดยขั้นตอนนี้จะนำไฟล์เอ็กเซลอัพโหลดไปไว้ที่ Google Drive ดังภาพที่ 3.6 และ
ใช้เครื่องมือเป็น python และ Library PyThaiNLP ด้วยโปรแกรม Google Colab โดย
เรียกใช้ไฟล์เอกเซลที่ได้อัพโหลดเพ่ือดึงข้อมูลไปประมวลผลดังภาพที่ 3.7 ดำเนินการใช้
ตัดคำด้วย Python ดังภาพที ่3.8 และผลลัพท์ดังภาพท่ี 3.9 

 

 
ภาพที่ 3.6 ไฟล์อัพโหลดที่ Google Drive 

 

 
ภาพที่ 3.7 โค้ดการเรียกใช้ไฟล์เอกเซลด้วย Python 
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ภาพที่ 3.8 คำสั่งการตัดคำด้วย Python 

 

 

ภาพที่ 3.9 ตัวอย่างผลลัพธ์ข้อความจากการตัดคำด้วย PyThaiNLP 
 

3.3 การสร้างคุณลักษณะ 
3.3.1 การทำถุงคำ (Bag of Word) ในงานวิจัยนี้ได้นำคำที่แยกจากกระบวนการตัดคำมาใช้ โดย

ถ้าเป็นคำที่ซ้ำกันนำมาเพียงหนึ่งคำ และคำท่ีไม่ซ้ำมาหนึ่งคำ ซึ่งจะทำให้ได้คำจำนวนหนึ่ง
ที่ไม่ซ้ำกัน จากนั้นนำคำแต่ละคำมากำหนดประเภทของคำตามพจนานุกรม ดังแสดงใน
ตาราง 3.1 แล้วเลือกเฉพาะคำที่เป็นประเภท คำวิเศษณ์ คำกริยา คำกริยาวิเศษณ์ เพ่ือให้
ผู้เชี่ยวชาญทางด้านภาษาไทยระบุคำว่ามีความหมายเชิงบวก หรือเชิงลบ โดยการทำถุง
คำใช้เครื่องมือเป็น Python และ Library PyThaiNLP ดังภาพที่ 3.10   และได้ผลลัพธ์
หลังจากการใช้โปรแกรมดังภาพท่ี 3.11 
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ภาพที่ 3.10 คำสั่งการทำถุงคำด้วย Python 

 

 

ภาพที ่3.11 ตัวอย่างผลลัพธ์การทำถุงคำ 
 

3.3.2 การคัดเลือกคุณลักษณะ คือการเอาคำคุณศัพท์ คำกริยา คำกริยาวิเศษณ์  ที่ได้จาก
ขั้นตอนการทำถุงคำมาระบุว่ามีความหมายเป็นเชิงบวกหรือเชิงลบ แล้วกำหนดให้เป็น
ตัวเลข โดยคำที่มีความหมายเชิงบวกจะมีค่าเป็น 1 คำที่มีความหมายเชิงลบจะกำหนดค่า
ให้เป็น -1 ส่วนคำที่ไม่ได้กำหนดว่ามีความหมายสื่อถึงเชิงบวกหรือลบจะมีการกำหนดค่า
ให้เป็น 0 เพ่ือจะนำตัวเลขเหล่านี้ไปคำนวณในขั้นตอนการกำหนดคลาส ดังตารางที่ 3.1 
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ตาราง 3.1 ตัวอย่างการคัดเลือกคุณลักษณะ 

คำ ประเภทคำ คำเชิงลบ/เชิงบวก 
ด้ือ คำกริยา (VERB) -1 

ตกค้าง คำกริยา (VERB) -1 

ชัดเจน คำคุณศัพท์ (ADJ) 1 
ชี้แนะ คำกริยา (VERB) 1 

ถึงชีวิต คำกริยา (VERB) -1 
ทรุด คำกริยาวิเศษณ์ (ADV) -1 

 
 

3.3.3 การกำหนดคลาส เป็นการนำคำ ที่ได้จากขั้นตอนการทำถุงคำ แล้วแปลงข้อมูลคำที่มี
ความหมายเชิงบวกให้มีค่าเป็น 1 และเชิงลบมีค่าเป็น -1 แล้วนำไปหาค่าความถี่ของคำ
เชิงบวกเชิงลบที่อยู่ในความคิดเห็น โดยถ้าพบคำที่มีความหมายเชิงบวกจะให้ค่าความถี่
เป็น 1 หากพบคำเดียวกัน 2 ครั้งหรือมากกว่าก็จะนับรวมค่าความถี่เพ่ิมเข้าด้วยกัน และ
ถ้าพบคำที่มีความหมายเชิงลบจะให้ค่าความถี่เป็นลบ -1  หากพบคำเดียวกัน 2 ครั้งหรือ
มากกว่าก็จะนำค่า -1 เข้าไปรวมเข้าด้วยกัน และเมื่อได้ค่าความถี่แล้วจะนำมารวมกัน ผล
ที่ได้จะสามารถทำให้แบ่งคลาสออกได้ 3 คือ กรณี่ที่ 1 หากผลรวมมีค่าเป็นบวก ความ
คิดเห็นนั้นจะอยู่ในคลาส P กรณี่ที่ 2 หากผลรวมมีค่าเป็นลบ ความคิดเห็นนั้นจะอยู่ใน
คลาส N และ กรณี่ที่ 3 หากผลรวมมีค่าเป็น 0 ความคิดเห็นนั้นจะอยู่ในคลาส NE และ
ความคิดเห็นที่มีคลาสเป็น NE นั้นจะถูกตัดออกจากชุดข้อมูล โดยการใช้ เครื่องมือเป็น 
python และ Library PyThaiNLP กำหนดคลาสซึ่งมีคำสั่งดังภาพที่ 3.12 และได้ผลลัพธ์
หลังจากการรันโปรแกรม ดังตัวอย่างการกำหนดคลาสในตารางที่ 3.2  
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ภาพที่ 3.12 คำสั่งการกำหนดคลาส 

 
ตาราง 3.2 ตัวอย่างการกำหนดคลาส 
ID เดี้ยง รับผิดชอบ กระทบ กวน กัด ป้องกัน การเรยีนรู ้ … SUM CLASS N P 

1 -1 0 -2 0 0 0 0 … -3 N 1 0 

2 0 1 0 0 0 0 0 … 1 P 0 1 

 
 

จากความคิดเห็นที่ได้จากขั้นตอนการรวบรวมข้อมูล ได้นำมาดำเนินการเตรียมข้อมูล

โดยการกลั่นกรองข้อมูลและตัดคำ ทำให้ได้ความคิดเห็นที่มีรูปแบบที่พร้อมทำการ

ทดลอง จำนวน 2,509 ความคิดเห็น และนำความคิดเห็นที่ได้มาทำดัชนีโดยใช้หลักการ

ทำถุงคำซึ่งทำให้ได้คำทั้งหมด 3 ,279 คำ และเลือกคำที่มีคุณลักษณะเป็น คำกริยา 

คำกริยาวิเศษณ์ คำคุณศัพท์ ที่มีหมายเป็นเชิงบวกหรือลบอย่างชัดเจน เพ่ือไปใช้ในการ

กำหนดคลาสให้กับความคิดเห็นทั้งหมด โดยได้ทั้งหมด 254 คำ เป็นคำที่มีความหมาย

เชิงบวก 120 คำ และเชิงลบ 134 คำ  จากขั้นตอนการกำหนดคลาส ทำให้ได้คลาส NE 

จำนวน 1,271 คลาส P จำนวน 638 และคลาส N จำนวน 557  โดยจะเลือกเฉพาะ

คลาส P และ N รวมกันจำนวน 1,195 ความคิดเห็นไปสร้างแบบจำลอง 
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3.3.4 การแปลงข้อมูลสำหรับนำไปทดลองกับแบบจำลอง ในงานวิจัยนี้จะทำการทดลองจากการ

แปลงข้อมูลเป็น 2 ลักษณะได้แก่ การแปลงข้อมูลเป็นข้อมูลนามบัญญัติ และแปลงข้อมูล
เป็นความถี ่
3.3.4.1 การแปลงข้อมูลตัวเลขความถี่คำคุณลักษณะเป็นข้อมูลนามบัญญัติ เป็นการ

เปลี่ยนแปลงค่าความถี่ของคำคุณลักษณะพ่ีพบในแต่ละความคิดเห็นให้เป็น
ข้อมูลนามบัญญัติ โดยจะเหลือเพียงข้อมูล 1 คือ การพบความถี่ และข้อมูลเป็น 
0 คือไม่พบความถี่ วิธีการในการการแปลงข้อมูลคือ หากพบค่าความถี่เป็นลบที่มี
ค่าน้อยกว่า 0 จะเปลี่ยนค่าเป็น 1 หากพบค่าความถ่ีที่เป็นบวก ที่มีค่ามากกว่า 0 
ให้เปลี่ยนเป็น 1 เช่นกัน และค่าความถี่ท่ีเป็น 0 คือไม่พบคำในความคิดเห็นนั้น  
ให้มีค่าเป็น 0 ดังเดิม ดังตารางที่ 3.3 
 

ตาราง 3.3 ตัวอย่างการแปลงข้อมูลตัวเลขเป็นข้อมูลนามบัญญัติ 
ID เดี้ยง รับผิดชอบ กระทบ กวน กัด ป้องกัน การเรยีนรู ้ … CLASS 

1 1 0 1 0 0 0 0 … N 

2 0 1 0 0 0 0 0 … P 

 

3.3.4.2 การแปลงข้อมูลตัวเลขความถี่คำคุณลักษณะเป็นค่าความถี่จากตารางที่ได้จาก

การกำหนดคลาสของคำคุณลักษณะพ่ีพบในแต่ละความคิดเห็น แปลงข้อมูล

ความถี่ให้อยู่ในรูปตัวเลขจำนวนเต็มบวก โดยวิธีการในการการแปลงข้อมูลคือ 

หากพบค่าความถี่เป็นลบที่มีค่าน้อยกว่า 0 จะนำเครื่องหมายลบที่อยู่ด้านหน้า

ตัวเลขออก หากพบค่าความถ่ีที่เป็นบวก ที่มีค่ามากกว่า 0 หรือค่าความถี่ท่ีเป็น 0 

คือไม่พบคำในความคิดเห็นนั้น ให้มีค่าดังเดิม ดังตารางที่ 3.4 

 

ตาราง 3.4 ตัวอย่างการแปลงข้อมูลตัวเลขเป็นข้อมูลนามบัญญัติ 
ID เดี้ยง รับผิดชอบ กระทบ กวน กัด ป้องกัน การเรยีนรู ้ … CLASS 

1 1 0 2 0 0 0 0 … N 

2 0 1 0 0 0 0 0 … P 



 

 

  38 

3.4 การสร้างแบบจำลองเพื่อการจำแนก 
การวิเคราะห์ความคิดเห็นต่อการฉีดวัคซีนโควิด-19 ให้กับเด็กอายุ 5 - 11 ปีด้วยเหมืองความ

คิดเห็น โดยใช้เทคนิคของการทำเหมืองข้อความมาเป็นแบบจำลองเพ่ือช่วยในการวิเคราะห์ทั้งหมด 5 
เทคนิค ได้แก่ 

1) เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เป็นอัลกอริทึมใช้ในการวิเคราะห์ข้อมูลและจำแนกข้อมูล
โดยอาศัยหลักการของการหาสัมประสิทธิ์ของสมการเพ่ือสร้างเส้นแบ่งแยกกลุ่มข้อมูลที่ถูก
ป้อนเข้าสู่กระบวนการฝึกฝนให้ระบบเรียนรู้โดยเน้นไปยังเส้นแบ่งแยกกลุ่มข้อมูล 

2) เทคนิคนาอีฟเบย์ เป็นเทคนิคการจำแนกข้อมูลที่ใช้หลักการความน่าจะเป็น อยู่บนพ้ืนฐาน
ของ Bayes’ Theorem โดยเป็นตัวแบบที่ให้ความน่าจะเป็นกับข้อมูลนำเข้าเพ่ือจัดแบ่ง
ประเภทข้อมูลนำเข้า 

3) เทคนิคริปเปอร์  เป็นการเรียนรู้กฎ ซึ่ งมีกระบวนการตัดแต่งกิ่ งเพ่ิมขึ้นซ้ำ  ๆ เพ่ือลด
ข้อผิดพลาดที่เกิดจากการสร้างกฎขึ้น  มี 4 ขั้นตอน ขั้นตอนที่  1 เป็นการเจริญเติบโต 
(Growth) สร้างเป็นลำดับของกฎเฉพาะโดยการเพ่ิมกฎจนกระทั่งได้เป็นกฎที่น่าพอใจแล้วจึง
จะหยุดเพ่ิม ขั้นตอนที่ 2 เป็นการตัดแต่งกิ่ง (Pruning) โดยตัดกฎที่ลดประสิทธิภาพการ
ทำงานของการเรียนรู้กฎออก ขั้นตอนที่ 3 การเพ่ิมประสิทธิภาพ (Optimization) มีการเพ่ิม
คุณลักษณะเข้าไปในแต่คุณลักษณะเข้าไปในแต่ละกฎเดิมหรือกฎที่ถูกสร้างขึ้นใหม่ในขั้นตอน
ที่ 1 และ 2 ขั้นตอนที่ 4 การเลือกกฎ (Selection) เป็นการเลือกกฎที่ดีที่สุดเก็บไว้ ส่วนกฎ
อ่ืน ๆ จะถูกตัดออกไปโดยค่าความยาวของคำอธิบายที่น้อยที่  (Minimum Description 
Length ) จะเป็นเกณฑ์ในการหยุดกระบวนค้นหากฎ                                                                                                                              

4) เทคนิคฟิวเรียร์ เทคนิคที่ช่วยในการตัดสินใจภายใต้ความไม่แน่นอนของข้อมูลโดยให้มีความ
ยืดหยุ่นได้ ใช้หลักเหตุผลที่คล้ายการเลียนแบบวิธีความคิดที่ซับซ้อนของมนุษย์  ฟัซซี่มี
ลักษณะที่พิเศษกว่าตรรกะจริงเท็จ (Boolean Logic) เป็นแนวคิดที่มีการต่อขยายในส่วน
ของความจริง โดยค่าความจริงอยู่ในช่วงระหว่าง กับเท็จ ฟัซซี่จะสร้างวิธีทางคณิตศาสตร์ที่
แสดงถึงความคลุมเครือ ความไม่แน่นอนของระบบที่เกี่ยวข้องกับความคิดเห็นของมนุษย์ เมื่อ
พิจารณาส่วนประกอบต่าง ๆ ในความไม่แน่นอน เพ่ือนำมาเป็นเงื่อนไขในการการตัดสินใจ 
และสร้างกฎความสัมพันธ์มาพยากรณ์ข้อมูล 

5) เทคนิคป่าสุ่ม (Random Forest: RF) คือการสร้างโมเดล จากต้นไม้ตัดสินใจ (Decision 

Tree)  หลายๆ โมเดลย่อย โดยแต่ละโมเดลจะได้รับชุดข้อมูล (Data Set) ไม่เหมือนกัน ซึ่ง

ชุดย่อย (Subset) ของ ชุดข้อมูล ทั้งหมดตอนทำการทำนาย (Prediction) จะให้ ต้นไม้
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ตัดสินใจ ทำการทำนาย ในแต่ละโหนด และคำนวณผลการทำนาย ด้วยการ Vote Output  

ที่ถูกเลือกโดยต้นไม้ตัดสินใจ มากที่สุด [16] 

 
3.5 การประเมินประสิทธิภาพของแบบจำลอง 

ขั้นตอนการประเมินประสิทธิภาพของแบบจำลอง เป็นการการประเมินผลลัพธ์ว่ามีความ
เหมาะสมหรือตรงกับวัตถุประสงค์ที่ต้องการหรือไม่ซึ่งควรนำเสอนผลการวิเคราะห์ในรู้แบบที่ผู้ใช้
เข้าใจได้ง่ายวัดประสิทธิภาพของแบบจำลองโดยใช้เทคนิคการวัดประสิทธิภาพแบบ 10-Fold Cross 
Validation ซึ่งเป็นวิธีการวัดประสิทธิภาพที่ได้รับความนิยม โดยการแบ่งข้อมูลออกเป็น 10 กลุ่ม แต่
ละกลุ่มมีปริมาณข้อมูลที่เท่ากัน โดยในแต่ละรอบการทดสอบจะใช้ข้อมูล 1 ชุด เป็นชุดทดสอบ และ
ใช้ข้อมูล 9 ชุดที่เหลือเป็นชุดฝึกสอน  ดังภาพที่ 3.13 

 

 
ภาพที่ 3.13 การวัดประสิทธิภาพแบบ 10-fold cross validation 

 

หลังจากทำการวัดประสิทธิภาพแล้วจะนำค่าที่ได้ ไปใช้ในการวิเคราะห์ประสิทธิภาพของ
แบบจำลองที่สร้างขึ้นมาในครั้งนี้  เพ่ือหาค่า ค่าความถูกต้อง (Accuracy) ดังสมการ 2.1 ค่าความ
แม่นยำ (Precision) ดังสมการที ่2.2 และค่าความลึก (Recall) ดังสมการที ่2.3 
  



 

 

  40 

บทที่ 4 
ผลการวิจัยและการอภิปราย 

 

งานวิจัยนี้ได้มีวัตถุประสงค์ในการวัดประสิทธิภาพระหว่างแบบจำลองที่ใช้เทคนิคเหมืองข้อความ 

โดยเป็นการใช้การทำเหมืองข้อความจากความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก 

จากสื่อสังคมออนไลน์ ได้แก่ ยูทูป , ติ๊กตอก และ พันทิป ตั้งแต่วันที่ 1 มกราคม 2562 จนถึง 31 

ธันวาคม 2563 เป็นความคิดเห็นจำนวน 2,509 ความคิดเห็น โดยงานวิจัยนี้ได้ใช้คำบงชี้เพ่ือ โดยเป็น

คำประเภทคำกริยา คำกริยาวิเศษณ์ คำคุณศัพท์ ที่สามารถแสดงอารมณ์เชิงลบหรือเชิงบวกได้ดี จาก

ความคิดเห็น นำมาจัดกลุ่มของความคิดเห็นออกเป็นความคิดเห็นเชิงลบและความคิดเห็นเชิงบวก 

จากนั้นนำความคิดเห็นที่แบ่งเป็นกลุ่มแล้วมาวิเคราะห์ด้วยเทคนิคเหมืองข้อความ โดยใช้ทั้งหมด 5 

เทคนิควิธี ได้แก่ เทคนิคนาอีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์

และเทคนิคป่าสุ่ม มาสร้างแบบจำลอง 

จากความคิดเห็นที่ได้จากขั้นตอนการรวบรวมข้อมูล ได้นำมาดำเนินการเตรียมข้อมูลโดยการ

กลั่นกรองข้อมูลและตัดคำ ทำให้ได้ความคิดเห็นที่มีรูปแบบที่พร้อมทำการทดลอง จำนวน 2 ,509 

ความคิดเห็น และนำความคิดเห็นที่ได้มาทำดัชนีโดยใช้หลักการทำถุงคำซึ่งทำให้ได้คำทั้งหมด 3 ,279 

คำ และเลือกคำที่มีคุณลักษณะเป็น คำกริยา คำกริยาวิเศษณ์ คำคุณศัพท์ ที่มีหมายเป็นเชิงบวกหรือ

ลบอย่างชัดเจน เพ่ือไปใช้ในการกำหนดคลาสให้กับความคิดเห็นทั้งหมด โดยได้ทั้งหมด 254 คำ เป็น

คำที่มีความหมายเชิงบวก 120 คำ และเชิงลบ 134 คำ  จากข้ันตอนการกำหนดคลาส ทำให้ได้คลาส 

NE จำนวน 1,271 คลาส P จำนวน 638 และคลาส N จำนวน 557  โดยจะเลือกเฉพาะคลาส P และ 

N รวมกันจำนวน 1,195 ความคิดเห็น และนำข้อมูลความคิดเห็นไปแปลงเป็นข้อมูลนามบัญญัติและ

ข้อมูลแบบความถี่ และนำไปสร้างแบบจำลองด้วยโปรแกรม Weka เวอร์ชั่น 3.8.6 

โดยขั้นตอนการวัดประสิทธิภาพของทั้ง 5 แบบจำลองที่ได้จาก 5 เทคนิควิธี จะใช้หลักการ  

10-Fold Cross Validation ในการแบ่งกลุ่มข้อมูลเป็นชุดสำหรับเรียนรู้และทดลอง และวัด

ประสิทธิภาพของแบบจำลองจาก ค่าความแม่นยำ ค่าความระลึก และค่าความถูกต้อง ผลการวิจัย

พบว่าการใช้ข้อมูลแบบนามบัณณัติ เทคนิคนาอีฟเบย์ ให้ประสิทธิภาพดีที่สุด และการใช้ข้อมูลแบบ

ความถี่เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ประสิทธิภาพดีที่สุด 
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4.1 ความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 
 

 

ภาพที ่4.1 การเปรียบเทียบความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 
 

 จากภาพที่ 4.1 ผลของการวิจัยการวิเคราะห์ความคิดเห็นของคนไทยต่อการฉีดวัคซีน 

โควิด-19 โดยใช้เทคนิคเหมืองข้อมูล โดยการเอาความคิดเห็นของคนไทยที่มีต่อการฉีดวัคซีนโควิด-19 

จากสื่อสังคมออนไลน์ เพ่ือระบุว่ามีความนั้นว่าเป็นความคิดเห็นเชิงบวกหรือความคิดเห็นเชิงลบ 

พบว่าความคิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 ที่เป็นบวก เป็นร้อยละ 53.39 และความ

คิดเห็นของคนไทยต่อการฉีดวัคซีนโควิด-19 ที่เป็นลบ เป็นร้อยละ 46.61 

 

4.2 การแปรียบเทียบประสิทธิภาพของแบบจำลอง 
จากวัตถุประสงค์ในการเปรียบเทียบประสิทธิภาพแบบจำลองในการจำแนกความความคิดเห็น

ต่อการฉีดวัคซีนโควิด-19  โดยแบบจำลองในงานวิจัยนี้ใช้ 5 เทคนิคได้แก่ เทคนิคนาอีเบย์  เทคนิคซัพ

พอร์ตเวกเตอร์แมชชีน เทคนิคริปเปอร์ เทคนิคฟิวเรีย และเทคนิคป่าสุ่ม  และในขั้นตอนการ

เปรียบเทียบประสิทธิภาพของแบบจำลองนั้นได้ใช้ ใช้เทคนิคการวัดประสิทธิภาพแบบ 10-Fold 

Cross Validation โดยเป็นวิธีการทดสอบด้วยการนำข้อมูลมาแบ่งเป็นชุดทดสอบและชุดฝึกสอน 

แล้ววัดประสิทธิภาพของแต่ละแบบจำลองจากค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ 
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(Precision) และค่าความลึก (Recall) โดยในงานวิจัยนี้ได้เตรียมข้อมูลสำหรับนำเข้าแบบจำลอง 2 

ประเภทได้แก่ ข้อมูลนามบัญญัติและข้อมูลความถี่ ดังนี้ 

4.2.1 การเปรียบเทียบประสิทธิภาพจากข้อมูลจากการแปลงข้อมูลตัวเลขความถี่คำคุณลักษณะ

เป็นข้อมูลนามบัญญัติ ในงานวิจัยนี้ได้ทำการแปลงข้อมูลตัวเลขความถี่ของคำคุณลักษณะที่พบในแต่

ละความคิดเห็นให้เป็นข้อมูลนามบัญญัติโดยแปลงความถี่พ่ีพบเป็น 1 และไม่พบความถี่ในความ

คิดเห็นให้เป็น 0 ซึ่งได้ผลได้ทดลองและวัดประสิทธิภาพดังนี้ 

 

 

ภาพที่ 4.2 ค่าความแม่นยำของแบบจำลองของข้อมูลแบบนามบัญญัติ 
  

จากภาพที่ 4.2 แสดงค่าความแม่นยำ(Precision) ของการทดสอบแบบจำลองโดยใช้เทคนิคนา

อีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการ
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จำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคนาอีฟเบย์ให้

ค่าความแม่นยำมากที่สุดที่ร้อยละ 95.4 โดยเทคนิคที่มีความแม่นยำรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้

ค่าความแม่นยำมากที่สุดที่ร้อยละ 94.9  เทคนิคซัพพอร์ตเวกเตอร์แมชชีนร้อยละ 94.7 เทคนิคริป

เปอรร์้อยละ 84.1 และเทคนิคฟิวเรีย ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 83.9 

 

 

ภาพที่ 4.3 ค่าความระลึกของแบบจำลองของข้อมูลแบบนามบัญญัติ 
 

จากภาพที่ 4.3 แสดงค่าความระลึก (Recall) ของการทดสอบแบบจำลองโดยใช้ของเทคนิคนา

อีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการ

จำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคนาอีฟเบย์ให้

ค่าความระลึกมากที่สุดที่ร้อยละ 95.4 โดยเทคนิคที่มีความระลึกรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่า
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ความแม่นยำมากที่สุดที่ร้อยละ 94.9  เทคนิคซัพพอร์ตเวกเตอร์แมชชีนร้อยละ 94.7 เทคนิคริปเปอร์

ร้อยละ 83.6 และเทคนิคฟิวเรีย ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 82.8 

 

 

ภาพที่ 4.4 ค่าความถูกต้องของแบบจำลองของข้อมูลแบบนามบัญญัติ 
 

จากภาพที่ 4.4 แสดงค่าความถูกต้อง (Accuracy) ของการทดสอบแบบจำลองโดยใช้ของเทคนิค

นาอีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการ

จำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคนาอีฟเบย์ให้

ค่าความถูกต้องมากที่สุดที่ร้อยละ 95.4 โดยเทคนิคที่มีความระลึกรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่า

ความแม่นยำมากที่สุดที่ร้อยละ 94.9  เทคนิคซัพพอร์ตเวกเตอร์แมชชีนร้อยละ 94.73 เทคนิคริป

เปอรร์้อยละ 83.6 และเทคนิคฟิวเรีย ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 82.85 
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ภาพที ่4.5 ค่าความถูกต้อง ค่าความแม่นยำ ค่าความระลึก ของข้อมูลแบบนามบัญญัติ 
 

จากรูปที่ 4.5  แสดงค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ(Precision) และค่าความ

ระลึก (Recall) ของการทดสอบแบบจำลองโดยใช้ของเทคนิคนาอีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์  

แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนกความคิดเห็นต่อการฉีดวัคซีน

ป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคนาอีฟเบย์ ให้ค่าความถูกต้อง ความแม่นยำและ

ความระลึกมากท่ีสุด 

4.2.2 การเปรียบเทียบประสิทธิภาพจากข้อมูลจากการแปลงข้อมูลตัวเลขความถี่คำคุณลักษณะ

เป็นข้อมูลความถี่ ในงานวิจัยนี้ได้ทำการแปลงข้อมูลตัวเลขความถี่ของคำคุณลักษณะที่พบในแต่ละ

ความคิดเห็นให้เป็นข้อมูลความถี่ โดยเป็นการแปลงให้ข้อมูลความถี่อยู่ในรูปจำนวนเต็มบวก ได้แก่

ความถี่ที่พบคำคุณลักษณะที่บ่งชี้ไปในแง่ลบเช่น -1 ให้เปลี่ยนเป็น 1 และความถี่ที่พบคำคุณลักษณะ

ที่บ่งชี้ไปในแง่บวกที่และหรือไม่มีค่าความที่ที่มีค่าเป็น 0 ให้มีค่าคงเดิม ซึ่งได้ผลได้ทดลองและวัด

ประสิทธิภาพดังนี้ 

Precision Recall Accuracy

Naive Bay 95.40 95.40 95.40

SVM 94.70 94.70 94.73

Furia 83.90 82.80 82.85

Ripper 84.10 83.60 83.60

RandomForest 94.90 94.90 94.90
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ภาพที่ 4.6 ค่าความแม่นยำของแบบจำลอง ของข้อมูลแบบความถี่ 
  

จากภาพที่ 4.6 แสดงค่าความแม่นยำ(Precision) ของการทดสอบแบบจำลองโดยใช้เทคนิคนา

อีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการ

จำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคซัพพอร์ต

เวกเตอร์แมชชีนให้ค่าความแม่นยำมากที่สุดที่ 96.60% โดยเทคนิคที่มีความแม่นยำรองลงมาได้แก่ 

เทคนิคป่าสุ่ม ให้ค่าความแม่นยำที่ 94.70% เทคนิคนาอีฟเบย์ให้ค่าความแม่นยำที่ 87.40% เทคนิค

ฟิวเรีย ให้ค่าความแม่นยำร้อยละ 82.20  และเทคนิคริปเปอร์ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 

81.90 
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ภาพที่ 4.7 ค่าความระลึกของแบบจำลอง ของข้อมูลแบบความถ่ี 
 

จากภาพที่ 4.7 แสดงค่าความระลึก (Recall) ของการทดสอบแบบจำลองโดยใช้เทคนิคนาอีฟ

เบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนก

ความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคซัพพอร์ตเวกเตอร์

แมชชีนให้ค่าความระลึกมากที่สุดที่ร้อยละ 96.60 โดยเทคนิคที่มีความแม่นยำรองลงมาได้แก่ เทคนิค

ป่าสุ่ม ให้ค่าความแม่นยำที่ร้อยละ 94.70 เทคนิคนาอีฟเบย์ให้ค่าความแม่นยำที่ ร้อยละ 85.80 

เทคนิคฟิวเรีย ให้ค่าความแม่นยำร้อยละ 82.20  และเทคนิคริปเปอร์ให้ค่าความแม่นยำน้อยที่สุดที่

ร้อยละ 81.90 
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ภาพที่ 4.8 ค่าความถูกต้องของแบบจำลอง ของข้อมูลแบบความถี่ 
 

จากภาพที่ 4.8 แสดงค่าความถูกต้อง (Accuracy) ของการทดสอบแบบจำลองโดยใช้เทคนิคนา

อีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการ

จำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคซัพพอร์ต

เวกเตอร์แมชชีนให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 96.62 โดยเทคนิคที่มีความถูกต้องรองลงมา

ได้แก่ เทคนิคป่าสุ่ม ให้ค่าความถูกต้องที่ร้อยละ 94.71 เทคนิคนาอีฟเบย์ให้ค่าความถูกต้องที่ร้อยละ 

85.83 เทคนิคริปเปอร์ให้ค่าความถูกต้องร้อยละ 81.20  และเทคนิคฟิวเรียให้ค่าความถูกต้องน้อย

ที่สุดที่ร้อยละ 80.18 
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ภาพที ่4.9 ค่าความถูกต้อง ค่าความแม่นยำ ค่าความระลึก ของข้อมูลแบบความถี่ 

 

จากรูปที่ 4.9  แสดงค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ(Precision) และค่าความ

ระลึก (Recall) ของการทดสอบแบบจำลองโดยใช้ของเทคนิคนาอีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์  

แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนกความคิดเห็นต่อการฉีดวัคซีน

ป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ค่าความถูกต้อง 

ความแม่นยำและความระลึกมากท่ีสุด 

 

 

 

 

 

Precision Recall Accuracy

Naive Bay 87.40 85.80 85.83

SVM 96.60 96.60 96.62

Furia 82.20 82.20 80.18

Ripper 81.90 81.90 81.20

RandomForest 94.70 94.70 94.71
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 ผลจากการใช้ข้อมูลประเภทนามบัญญัติและข้อมูลความถี่เมื่อนำเข้าแบบจำลองสามารถนำ

ผลของค่าความแม่นยำ ค่าความระลึก และค่าความถูกต้องมาเปรียบเทียบกันดังนี้ 

 

 
ภาพที ่4.10 เปรียบเทียบค่าความแม่นยำของแบบจำลองของข้อมูลแบบนามบัญญัติและความถี่ 

 

จากรูปที่ 4.10  แสดงการเปรียบเทียบค่าความแม่นยำ(Precision) จากการใช้ข้อมูลประเภท

นามบัญญัติและข้อมูลประเภทความถี่ ในการจำแนกด้วยแบบจำลองโดยใช้เทคนิคนาอีฟเบย์ เทคนิค

ซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนกความ

คิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า การใช้เทคนิคซัพพอร์ตเวกเตอร์

แมชชีนกับข้อมูลประเภทความถ่ีให้ค่าความแม่นยำมากท่ีสุดที่ร้อยละ 96.60 โดยเพ่ิมจากการใช้ข้อมูล

ประเภทนามบัญญัติที่ร้อยละ 94.70 
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ภาพที ่4.11 เปรียบเทียบค่าความระลึกของแบบจำลองของข้อมูลแบบนามบัญญัติและความถี่ 
 

จากรูปที่ 4.11  แสดงการเปรียบเทียบค่าความระลึก (Recall) จากการใช้ข้อมูลประเภทนาม

บัญญัติและข้อมูลประเภทความถี่ ในการจำแนกด้วยแบบจำลองโดยใช้เทคนิคนาอีฟเบย์ เทคนิค 

ซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนกความ

คิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า การใช้เทคนิคซัพพอร์ตเวกเตอร์

แมชชีนกับข้อมูลประเภทความถี่ให้ค่าความระลึกมากที่สุดที่ร้อยละ 96.60 โดยเพ่ิมจากการใช้ข้อมูล

ประเภทนามบัญญัติที่ร้อยละ 94.70 
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ภาพที ่4.12 เปรียบเทียบค่าความถูกต้องแบบจำลองของข้อมูลแบบนามบัญญัติและความถ่ี 

 

จากรูปที่ 4.12  แสดงการเปรียบเทียบค่าความถูกต้อง (Accuracy) จากการใช้ข้อมูลประเภท

นามบัญญัติและข้อมูลประเภทความถี่ ในการจำแนกด้วยแบบจำลองโดยใช้เทคนิคนาอีฟเบย์ เทคนิค

ซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย เทคนิคริปเปอร์และเทคนิคป่าสุ่ม ในการจำแนกความ

คิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ผลปรากฏว่า การใช้เทคนิคซัพพอร์ตเวกเตอร์

แมชชีนกับข้อมูลประเภทความถี่ให้ค่าความถูกต้องมากท่ีสุดที่ร้อยละ 96.62 โดยเพิ่มจากการใช้ข้อมูล

ประเภทนามบัญญัติที่ร้อยละ 94.73 
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ภาพที ่4.13 สรุปการเปรียบเทียบผลการทดลองของข้อมูลแบบนามบัญญัติและความถี่ 

 
จากรูปที่ 4.13  แสดงการเปรียบเทียบค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ(Precision) 

และค่าความระลึก (Recall) จากการใช้ข้อมูลประเภทนามบัญญัติและข้อมูลประเภทความถี่ ของการ

ทดสอบแบบจำลองโดยใช้ของเทคนิคนาอีฟเบย์ เทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคฟิวเรีย 

เทคนิคริปเปอร์และเทคนิคป่าสุ่ม  
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บทที่ 5 
สรุปผล อภิปรายผล และข้อเสนอแนะ 

 

ในงานวิจัยนี้ได้นำเอาความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด -19 ให้กับเด็ก มาจำแนก

ความคิดเห็นเชิงลบและความคิดเห็นเชิงบวก ผ่านกระบวนการทำเหมืองความคิด ซึ่งมี 5 ขั้นตอน คือ 

การรวบรวมรวมข้อมูล การเตรียมข้อมูล การทำดัชนี การสร้างแบบจำลองเพ่ือจำแนก และการ

ประเมินประสิทธิภาพแบบจำลอง โดยขั้นตอนแรกคือการรวบรวมข้อมูล โดยนำความคิดเห็นจากสื่อ

สังคมออนไลน์ได้แก่ ยูทูป, ติ๊กตอก และ พันทิป ตั้งแต่วันที่ 1 มกราคม 2562 จนถึง 31 ธันวาคม 

2563 โดยคัดเลือกจากความคิดเห็นที่อยู่ในหัวข้อพ่ีเกี่ยวกับการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับ

เด็ก และคัดเลือกความคิดเห็นที่เป็นประโยคที่สื่อสารเข้าใจ รวบรวมเก็บไว้ในไว้ในไฟล์ เอ็กเซล ซึ่งได้

ข้อมูลทั้งหมดจำนวน 2509 ความคิดเห็น และนำข้อมูลที่ได้ผ่านขั้นตอนต่อมา ได้แก่การเตรียมข้อมูล 

เป็นขั้นตอนการปรับแต่งข้อมูลให้อยู่ในรูปแบบที่เหมาะสม โดยใช้การกลั้นกรองข้อมูลและการตัดคำ

ผ่านเครื่องมือ Python และใช้ Library PyThaiNLP ในการดำเนินการ และนำข้อมูลที่ได้ไปผ่าน

ขั้นตอนการทำดัชนี คือ การแยกแต่ละคำออกจากความคิดเห็นโดยคำที่ซ้ำกันจะนำมาเพียงคำเดียว 

เรียกว่าการทำถุงคำ ซึ่งได้จำนวนคำทั้งหมด 3,279 คำ และนำแต่ละคำมาระบุประเภทของคำ ว่าเป็น

คำประเภทใดและเลือกเฉพาะคำประเภทคำวิเศษณ์ คำกริยา คำกริยาวิเศษณ์  และระบุความคิดเห็น

ของคำที่ได้นี้จากผู้เชี่ยวชาญว่าเป็นคำที่ให้ความคิดเชิงบวกหรือคำที่ให้ความคิดเห็นเชิงลบ โดยคำที่

เป็นเชิงบวกจะให้ค่าเป็น 1 และคำท่ีเป็นเชิงลบจะให้ค่าที่เป็น -1 เรียกว่า การคัดเลือกคุณลักษณะ ซึ่ง 

ได้คำที่มีความหมายเชิงบวก 120 คำ และคำที่มีความหมายเชิงลบ 134 คำ ข้อมูลที่ได้นี้จะนำไปทำ

การกำหนดคลาสของแต่ละความคิดเห็นโดยนำข้อมูลความคิดเห็นมาหาความถี่ที่พบคำจากขั้นตอน

การคัดเลือกคุณลักษณะ โดยถ้าพบคำที่เป็นเชิงบวกจะให้ความถี่เป็น 1 และถ้าพบคำที่เป็นเชิงลบจะ

ให้ค่าความถี่เป็น -1 และจำนำค่าความถี่ที่ได้มารวมกัน หากผลรวมมีค่าเป็นบวกคือมีค่ามากกว่าหรือ

เท่ากับ 1 จะให้ความคิดเห็นนั้นอยู่ในคลาส P  หากผลรวมมีค่าเป็นบวกคือมีค่าน้อยกว่าหรือเท่ากับ  

-1 จะให้ความคิดเห็นนั้นอยู่ในคลาส N และหากผลรวมมีค่าเป็น 0 จะให้ความคิดเห็นนั้นอยู่ในคลาส 

NE ซึ่งผลที่ได้คือ ความคิดเห็นที่เป็นคลาส P มีจำนวน 638 ความคิดเห็นที่เป็นคลาส N มีจำนวน 

557 และความคิดเห็นที่เป็นคลาส NE มีจำนวน 1271 หลังจากได้คลาสของความคิดเห็นแล้ว จะนำ

ความคิดเห็นเฉพาะที่ เป็นคลาส P และ คลาส N ไปทำการ แปลงข้อมูลเพ่ือใช้ในการทดสอบ 

กับแบบจำลองได้แก่ข้อมูลแบบนามบัญญั ติ และข้อมูลแบบความถี่  เมื่ อแปลงข้อมูลแล้ ว  
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ทำการสร้างแบบจำลอง ผ่านโปรแกรม Weka   โดยงานวิจัยมีความต้องการที่จะเปรียบเทียบประ

สิทธิภพาแบบจำลอง จาก 5 เทคนิควิธีได้แก่  ได้แก่ เทคนิคนาอีเบย์  เทคนิคซัพพอร์ตเวกเตอร์  

แมชชีน เทคนิคริปเปอร์ เทคนิคฟิวเรีย และเทคนิคป่าสุ่ม และวัดประสิทธิภาพแบบจำลองด้วยวิธี  

10 -fold Cross Validation ซึ่ งจะนำค่าความแม่นยำ ค่ าความระลึก  และค่าความถูกต้อง  

มาเปรียบเทียบประสิทธิภาพของแต่ละเทคนิควิธีในการสร้างแบบจำลอง 

5.1 สรุปผล 
จากการนำข้อมูลความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ที่แปลงเป็นข้อมูล

ประเภทนามบัญญัติ มาสร้างแบบจำลองด้วย 5 เทคนิควิธีคือ เทคนิคนาอีเบย์  เทคนิคซัพพอร์ต

เวกเตอร์แมชชีน เทคนิคริปเปอร์ เทคนิคฟิวเรีย และเทคนิคป่าสุ่ม ค่าความแม่นยำที่ได้จากการวัด

ประสิทธิภาพแบบจำลอง ผลปรากฏว่า เทคนิคนาอีฟเบย์ให้ค่าความแม่นยำมากที่สุดที่ร้อยละ 95.4 

โดยเทคนิคที่มีความแม่นยำรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่าความแม่นยำที่ร้อยละ 94.9 เทคนิคซัพ

พอร์ตเวกเตอร์แมชชีน ให้ค่าความแม่นยำเป็นอันดับสามที่ร้อยละ 94.7 เทคนิคริปเปอร์ให้ค่าความ

แม่นยำที่ร้อยละ 84.10 และเทคนิคฟิวเรีย ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 83.9 ค่าความระลึก

ที่ได้จากการวัดประสิทธิภาพแบบจำลอง ผลปรากฏว่า เทคนิคนาอีฟเบย์ให้ค่าความระลึกมากที่สุดที่

ร้อยละ 95.4 โดยเทคนิคที่มีความระลึกรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่าความระลึกที่ร้อยละ 94.9 

เทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความระลึกสูงเป็นอันดับสามที่ร้อยละ 94.7 เทคนิคริปเปอร์ให้

ค่าความระลึกเป็นอันดับสี่ที่ร้อยละ 83.6 และเทคนิคฟิวเรีย ให้ค่าความระลึกน้อยที่สุดที่ร้อยละ 82.8 

ค่าความความถูกต้องที่ได้จากการวัดประสิทธิภาพ ผลปรากฏว่า นาอีฟเบย์ให้ค่าความถูกต้องมาก

ที่สุดที่ร้อยละ 95.4 โดยเทคนิคที่มีความถูกต้องรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่าความถูกต้องมาก

ที่สุดที่ร้อยละ 94.9  เทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องเป็นอันดับที่สามที่ร้อยละ 

94.73 เทคนิคริปเปอร์ ให้ค่าความถูกต้องเป็นอันดับที่สี่ที่ร้อยละ 83.6 และเทคนิคฟิวเรียให้ค่าความ

ถูกต้องน้อยที่สุดที่ร้อยละ 82.85 

และการนำข้อมูลความคิดเห็นต่อการฉีดวัคซีนป้องกันโรคโควิด-19 ให้กับเด็ก ที่แปลงเป็นข้อมูล

ประเภทความถี่ มาสร้างแบบจำลองด้วย 5 เทคนิควิธีคือ เทคนิคนาอีเบย์  เทคนิคซัพพอร์ตเวกเตอร์

แมชชีน เทคนิคริปเปอร์ เทคนิคฟิวเรีย และเทคนิคป่าสุ่ม  ค่าความแม่นยำที่ ได้จากการวัด

ประสิทธิภาพแบบจำลอง ผลปรากฏว่า เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ให้ค่าความแม่นยำมากท่ีสุด

ทีร่้อยละ 96.60 โดยเทคนิคที่มีความแม่นยำรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่าความแม่นยำที่ร้อยละ 

94.70 เทคนิคนาอีฟเบย์ ให้ค่าความแม่นยำเป็นอันดับสามที่ร้อยละ 87.40 เทคนิคฟิวเรีย ให้ค่าความ
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แม่นยำที่ร้อยละ 82.20 และเทคนิคริปเปอร์ให้ค่าความแม่นยำน้อยที่สุดที่ร้อยละ 81.90 ค่าความ

ระลึกที่ได้จากการวัดประสิทธิภาพแบบจำลอง ผลปรากฏว่า เทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่า

ความระลึกมากที่สุดที่ร้อยละ 96.60 โดยเทคนิคที่มีความระลึกรองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่า

ความระลึกที่ร้อยละ 94.70 เทคนิคนาอีฟเบย์ให้ค่าความระลึกสูงเป็นอันดับสามที่ร้อยละ 85.80  

เทคนิคฟิวเรียให้ค่าความระลึกเป็นอันดับสี่ที่ร้อยละ 82.20 และเทคนิคริปเปอร์ ให้ค่าความระลึกน้อย

ที่สุดที่ร้อยละ 81.90 ค่าความความถูกต้องที่ได้จากการวัดประสิทธิภาพ ผลปรากฏว่า เทคนิคซัพ

พอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 96.62 โดยเทคนิคที่มีความถูกต้อง

รองลงมาได้แก่ เทคนิคป่าสุ่ม ให้ค่าความถูกต้องมากที่สุดที่ร้อยละ 94.71  นาอีฟเบย์ให้ค่าความ

ถูกต้องเป็นอันดับที่สามที่ร้อยละ 85.83 เทคนิคริปเปอร์ให้ค่าความถูกต้องเป็นอันดับที่สี่ที่ร้อยละ 

81.20 และเทคนิคฟิวเรีย ให้ค่าความถูกต้องน้อยที่สุดที่ร้อยละ 80.18 

5.2 อภิปรายผล 
การวัดประสิทธิภาพของความคิดเห็นที่แปลงข้อมูลแบบนามบัญญัติและข้อมูลแบบความถี่ของ

ทั้ง 5 แบบจำลองที่ได้จาก 5 เทคนิควิธี  จะใช้หลักการ 10-fold cross validation ในการแบ่งกลุ่ม

ข้อมูลเป็นชุดสำหรับเรียนรู้และทดลอง และวัดประสิทธิภาพของแบบจำลองจาก ค่าความแม่นยำ ค่า

ความระลึก และค่าความถูกต้อง ในข้อมูลประเภทนามบัญญัติที่มีค่าที่แปลงจากค่าคุณลักษณะที่ใช้ใน

การนำเข้าแบบจำลองคือพบคุณลักษณะมีค่าเป็น 1 และไม่พบคุณลักษณะมีค่าเป็น 0 ผลการวิจัย

พบว่า เทคนิคนาอีฟเบย์ ให้ค่าความแม่นยำร้อยละ 95.4 ให้ค่าความระลึกร้อยละ 95.4 และให้ค่า

ความถูกต้องร้อยละ 95.4 ซ่ึงเป็นเทคนิคที่มีประสิทธิภาพมากที่สุดจากเทคนิคอ่ืนในงานวิจัยนี้ ดังเช่น

งานวิจัยของ Devi และ Sharmila  [32] ได้ใช้เทคนิคนาอีฟเบย์ทดสอบร่วมกับเทคนิคเหมืองข้อมูล

อ่ืนซึ่งผลปรากฏว่าเทคนิคนาอีฟเบย์ให้ประสิทธิภาพในการจำแนกความคิดเห็นมากที่สุดเช่นเดียวกัน 

ส่วนงานวิจัยของ Mais Yasen [23] ซึ่งใช้เทคนิคนาอีฟเบย์เป็นหนึ่งในเทคนิคในการสร้างแบบจำลอง

แต่ให้ประสิทธิภาพที่อยู่ลำดับ 7 ของ 8 เทคนิคที่ใช้ในการสร้างแบบจำลอง และในการใช้ข้อมูล

ประเภทความถ่ีที่แปลงจากค่าคุณลักษณะในแค่ละข้อมูลที่ใช้ในการนำเข้าแบบจำลองมีตัวเลขความถี่

ที่มีค่ามากกว่า 2 ค่า  ผลวิจัยพบว่าเทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความแม่นยำร้อยละ 96.60 

ให้ค่าความระลึกร้อยละ 96.60 และให้ค่าความถูกต้องร้อยละ 96.62 ให้ประสิทธิภาพดีกว่าเทคนิคอ่ืน

ที่นำมาทดลอง ดังเช่นงานวิจัยของ Alaa Noor และคณะ [21] ได้ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน

ทำการวิเคราะห์ความคิดเห็นซ่ึงให้ประสิทธิภาพมากที่สุด แต่งานวิจัยของ P.Karthika และคณะ [17] 

ซึ่งใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีนในการสร้างแบบจำลองแต่ไม่ได้ปรสิทธิภาพดีที่สุด 
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5.3 ข้อเสนอแนะ 
จากศึกษาการใช้เหมืองข้อมูลเพ่ือนำมาใช้ในการจำแนกความคิดเห็นต่อการฉีดวัคซีนป้องกันโรค

โควิด-19 ให้กับเด็ก การมีข้อมูลเพ่ือนำมาทดลองในปริมาณที่มากจะส่งผลดีต่อการทดลอง ดังนั้น

ขั้นตอนการรวบรวมข้อมูล หากมีเครื่องมือที่ช่วยให้หาข้อมูลได้อย่างสะดวก และรวดเร็วเป็นโดย

สามารถเครื่องมือที่เหมาะกับแหล่งที่มีของข้อมูล ขั้นตอนการทำความสะอาดคำ จะเพ่ิมความเร็วใน

การทำงานหากมีการพัฒนาโปรแกรมเข้ามาจัดการ และการนำเทคนิคอ่ืนมาช่วยเพ่ิมประสิทธิภาพ

แบบจำลอง เช่น การใช้วิธี Attribute Selection เช่น Gain Ratio มาช่วยเพิ่มประสิทธิภาพ 

ในขั้นตอนการคัดเลือกคุณลักษณะเพ่ือหาคำที่มีความหมายเป็นลบหรือเป็นบวก สำหรับนำไปใช้

ในการกำหนดคลาส อาจมีข้อจำกัดจากการที่ผู้เชี่ยวชาญด้านภาษาจะระบุว่าคำนั้นเป็นคำที่มี

ความหมายเชิงลบหรือบวก โดยผู้ เชี่ยวชาญแต่ละท่านอาจจะให้ความคิดเห็นคำเดียวกันที่ไม่

เหมือนกัน โดยมาจากวิธีการ หรือบริบทของความคิดเห็นที่มีต่อหัวข้อที่แตกต่างกัน 
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